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Abstract

Questions regarding language and its evolution have
been addressed in many disciplines. In this paper we dis-
cuss various approaches and review work in the domain of
language evolution in artificial systems. Using artificial
systems to study concepts regarding language evolution is
useful in that we can control the system and hence study
language evolution in a closed controllable environment.

1 Introduction

Language provides human beings with a capacity of
adaptation and creativity unrivaled in the natural world.
The relatively sudden burst in human activity, giving rise
to civilisations, is largely attributed to the discovery or re-
finement of language. There are many approaches to the
study of language both in the human and animal world, each
with its own inherent difficulties. The rise of artificial intel-
ligent systems powerful enough to simulate artificial, yet
complete, worlds is providing new insights into how lan-
guage may have evolved and its effect on the performance
of both individuals and populations.

This paper will examine some of the traditional ap-
proaches to the study of language, introduce synthetic ethol-
ogy - a new artificial intelligence approach to linguistics,
and examine in turn a number of experiments showing in-
teresting results and directions for future research.

2 Synthetic Ethology

An approach known as synthetic ethology[1, 2] argues
that the study of language is too difficult to perform in real
world situations and that more meaningful results can be
produced by modelling organisms and their environments
in an artificial manner. The following sections briefly out-
line the more traditional approaches to the study of language
from which synthetic ethology stems.

2.1 Philosophical

The philosophical approach to the study of language is
sub-divided into two theories. The first, denotational the-
ory, argues that the meaning of a word is the same as the
object or concept it denotes. Such a system is highly re-
strictive and does not allow for ambiguities which naturally
occur even in the most simple language systems[3].

The second argument states that meaning emerges from a
shared pool of beliefs, (also termed a cultural background).
While this approach may be closer to the truth, the difficulty
of extracting language specific insights from culture is, par-
ticularly for humans, extremely difficult.

2.2 Behaviourist

In order to better understand the complexity and origins
of human cultural interactions, much research has been un-
dertaken in the domain of animal communication. This
is usually accomplished by observing animal behaviour in
captivity. The main drawback is that this tends to give rise
to skewed results as animals never behave normally in such
conditions[3]. Typically, such approaches only examine
very restricted portions of animal behaviour, particularly as
a result of the difficulty in providing stable environments,
where the experimenter is in control of the vast number of
variables involved.

2.3 Ethological

Ethology recognises the need to assess an individual’s
behaviour with relation to its environment. It has been ar-
gued that these two elements are tightly coupled and that
any study of animal or human communication should take
into account the type of environment in which such com-
munication occurs[4]. Hence, ethological studies must take
place in an animal’s natural environment, leading to diffi-
culties with regards to logistics and reliability.



2.4 Neuro-Psychological

The neuro-psychological approach examines the actual
physical mechanism by which communication or language
can occur. Due to its inherent biological nature, this type of
study is highly complex, particularly in view of the fact that
only portions of the brain’s inner workings are understood.
Also, focusing solely on biological factors does not take ac-
count of environmental factors which may have a substan-
tial role in both the development and emergence of the very
biological systems the approach attempts to study.

2.5 Artificial Intelligence

As a result of the shortcomings of such approaches and
thanks to the increase in efficiency and accessibility of com-
puting power, artificial intelligence methods have begun to
significantly explore the question of language evolution.
Artificial intelligence systems can create tightly controlled
environments where the behaviour of artificial organisms
can be readily observed and modified. Using evolutionary
computation techniques, inspired by Darwinian evolution,
and the computing capacity of neural networks, artificial in-
telligence researchers have been able to achieve very inter-
esting results. However, before illustrating these results, it
is worth examining the theories which have been proposed
from earlier works relating to the origin of language.

3 Theoretical Origins of Language

3.1 Genetic Evolution

The genetic make-up of all organisms provides for the
transmission of information necessary to build up a complex
system. Through crossover and mutation, there are enough
novelty generating factors to explain, to some degree, where
our language capability possibly arose. The Chomskian
school of linguistics argues that there is a language organ
within our brain structure which includes a Language Ac-
quisition Device (LAD) and the mechanisms for producing
and parsing sentences[5].

The LAD is not refined to a particular language, or even
a particular language structure, but is rather a basic system
which gives humans their innate ability to learn any lan-
guage as infants. The argument for the LAD stems from
the poverty of stimulus theory. This theory proposes that
human children are not exposed to enough samples of lan-
guage during their early learning period to be able to pro-
duce novel sentences. The fact that they are able to do so
suggests that there is an evolved mechanism which has al-
ready performed much of the required groundwork. Further

evidence towards its existence is the alleged discovery of
language genes which, when damaged or missing, severely
impair language learning ability, suggesting that they are
perhaps contributing to the growth of the LAD.

The genetic evolution of language is known as the
phylogenetic approach, and while popular, has been
challenged[2].

3.2 Adaptation and Self-Organisation

Whilst the phylogenetic approaches concentrate on the
physical genetic explanation for language evolution, the fol-
lowing approaches focus on the language community as a
whole. The argument is that the language community be-
haves as a complex adaptive system and that no language
organ exists. All information regarding a language is stored
in memory and is passed on through cultural transmission,
not through genetic evolution.

Novelty, which is provided by crossover and mutation in
the genetic approach, is achieved through errors in the cul-
tural transmission process which comprises imitation learn-
ing. The structure of an evolved language is shaped in a
selective fashion by a number of criteria including the max-
imisation of communicative success, the minimisation of
memory required to learn the language and the capability
of the sensory organs at the organism’s disposal.

Language achieves its coherence
through self-organisation, much like other parts of an organ-
ism’s body. As the language improves, the communicative
success of the language community increases, generating a
positive feedback loop. The evolution and growth of the
language is a side effect of this cultural transmission and
adaptation. These proposals are classed generally as glos-
sogenetic.

3.3 Genetic Assimilation

The last main approach takes portions of the preceding
two and combines them with a phenomenon first explored
by Baldwin named the Baldwin effect[6]. The Baldwin ef-
fect takes place when a phenotypically fit population of or-
ganisms transmits a phenotypically acquired trait onto its
genetic code by a combination of mutations or crossover.
The transmission produces a number of organisms which
have a innate, genetic ability to perform the action that had
to be previously acquired through lifetime learning. Such
organisms are able to outperform others which have not
taken this step and thus the gene propagates through nat-



ural selection, increasing the population fitness.

It has been argued that the LAD could have initially de-
veloped through cultural transmission and eventually be-
came genetically encoded, creating the innate ability to-
wards language exhibited by human beings.

4 Experiments

The following experiments involve a setup comprising
a population of artificial organisms usually consisting of
neural networks or finite state machines. Each organism
typically has a genetic code which is used for reproduc-
tion through mutation and recombination. In addition, the
experiments usually follow the guidelines first set out by
Hutchins and Hazlehurst[7, 8]:

� The limited rationality constraint: No mind may in-
fluence another except via a mediating structure (no
telepathy).

� The distributed system constraint: no agent has a
complete view of all other agents.

� The open system constraint: there should be an in-
flux/out flux of agents throughout simulations to ex-
amine the stability of an emerging communication
system.

� No social mind can become organised except via in-
teraction with other or its environment

� The nature of a mental representation cannot be as-
sumed, but must be explained.

4.1 Evolution of Communication

MacLennan et al[1] performed experiments to examine
how communication could evolve and, in particular, sta-
bilise in a population of artificial organisms. Agents in the
population are born with an innate ability to produce and
receive communication signals. The fitness of each is de-
termined by its ability to understand and respond correctly
to signals produced by others. Each agent has a signal-
situation table which maps a signal to its meaning, or sit-
uation. These tables are genetically encoded, but once an
agent is born, modifications to the table are possible.

The linguistic interaction between agents takes place as
follows: an agent perceives a situation in its environment,
maps it to a signal using its table and produces the appro-
priate signal in response. Another agent then perceives this
signal and performs the same look-up task. Communication

is deemed successful if the agent’s mapping corresponds to
the actual situation.

The experiment makes a number of assumptions which
have been criticised. Firstly, a successful communication
always has a direct benefit. This is not emergent but is
hard coded into the experiment from the beginning. Oth-
ers have made this feedback more indirect by associating
it with a specific task (such as foraging food or finding a
mate)[9, 8, 10]. Another assumption is that the same sig-
nal is used for the reception and emission of a particular
message. This restricts the possible variability of the com-
munication system.

4.2 Phonetics and Phonology

These experiments are concerned with the evolution of
sound producing and perceiving mechanisms required for
communication. It has been argued that humans possess an
innate ability, which may form part of the LAD, to produce
and understand certain sound features[2]. Previous experi-
ments focusing on this domain have employed a genetic ap-
proach and have largely been unsuccessful. This can be ex-
plained by viewing the situation where a particular individ-
ual creates a new sound. The new sound does not bring the
individual selective advantage because the remaining pop-
ulation is not yet familiar with it. Only when a number of
individuals create the same sound does it become adopted
by the community. This implies that a number of individu-
als would have to undergo similar mutations, which makes
such a situation unlikely to occur.

Newer approaches have chosen an adaptive systems ar-
chitecture. These argue that the mapping between the sig-
nal and meaning evolves through cultural transmission and
adaptation rather than genetics. Boers[11] conducted an ex-
periment where a sound system was evolved through self
organisation through repeated imitation interactions.

The organisms in the experiment have no innate pho-
netic structure but do have the ability to produce and receive
sounds. In other words, they are capable of hearing sounds,
but have no innate structure which understands them. The
interactions take place as follows: one agent produces a
sound from its repertoire. Initially this will be empty so
the agent produces some random sound. Another agent, the
imitator, attempts to mimic the sound it has heard. The ini-
tiator interprets the received sound and gives negative or
positive feedback. If the interaction fails, the imitator at-
tempts to create a new sound if what it has heard is too
distant from its existing repertoire, or attempts to modify a
sound in its repertoire to fit the perceived sound.



The experiment showed that a sound system can emerge
without genetic interaction or innate perceptual ability,
through a process of self organisation.

4.3 Lexicon Development

The study of communication in artificial populations has
led some researchers to include fixed lexicons as a part of
their experiment[12, 13]. While this has provided a useful
starting point, others argue that the use of a fixed lexicon
is not representative of real world language development.
Much research has been done focusing on a dynamic lexi-
con in a population of communicating organisms[8, 14, 15,
16, 17, 18].

The population in an experiment conducted by Hutchins
and Hazlehurst[8] consists of neural networks with an ad-
ditional structural feature. In addition to a hidden layer, the
networks contain a hidden verbal input/output layer. This
extra layer performs the task of feature extraction used to
distinguish different physical inputs. It is responsible for
both the perception and production of signals for the agent.
The experiment has a number of situations to which each
agent can respond. Agents have no innate semantic or lexi-
cal knowledge.

Interactions occur in the form of the increasingly popu-
lar teacher/pupil scenario[19]. An agent is selected from the
population to be the teacher and brings with it one or more
pupil agents which follow the teacher and observe its inter-
action with the environment. In this experiment error back-
propagation is used for both the agent’s interaction with the
environment and its interaction with a teacher agent.

The results of the experiment showed that populations
achieved a consensus regarding the differentiation of ob-
jects and their associated signals. In other words, popula-
tions shared the same lexicon for describing situations in
their environment.

4.4 Syntax Development

Syntax is arguably the most complex part of a language
system. It has also been suggested that human communica-
tion evolved in such a way as to maximise the efficiency of
a language by restricting sentence structure, making it more
easily parsable. Briscoe[20] has conducted some experi-
ments on the evolution of syntax, focusing on word order.
The experiment comprises a population of agents each of

which are born with a large universal grammar. Certain pa-
rameter values describing this grammar need to be set for
the agents to correctly order words. The goal of the experi-
ment was to ascertain whether agents were capable of learn-
ing the correct values for these parameters through progres-
sive genetic assimilation.

The linguistic interactions take place as follows: an
agent generates a number of grammar categories which are
perceived by a listener agent. The listener attempts to parse
the sentence. The fitness of the agents depends on their abil-
ity to correctly generate the appropriate parse tree. The re-
sults of the experiment suggest that communicative success
depends on the complexity of the parsing.

4.5 Language Dynamics

A very interesting area of language development re-
search is that of language dynamics. How do population or
environmental shifts affect the course of language develop-
ment? Among the areas of interest to be explored is the situ-
ation arising from two populations with different languages
coming in contact with each other. A number of results can
occur from such interaction: language death, creation of a
new language (like Creole), mutual influences or even lexi-
con or syntax replacement. While some of these phenomena
have been observed in real world languages, the artificial
intelligence approach is still in its infancy. However some
interesting results have been reported.

Hutchins and Hazlehurst[8] have observed a number of
language dynamics phenomena. Firstly, they found that
adding individuals with completely random weights in their
neural networks to populations with evolved lexicons had
effects dependent on the population size. For small commu-
nities, the effect of such disruption was disastrous - even an-
nihilating the existing language. Larger communities were
far more robust, forcing the individual to adopt the estab-
lished language.

During their experiments it was found that certain com-
munities were unable to find a common language as a re-
sult of initial conditions. Randomly generated neural net-
works were sometime physically incompatible and thus
were never able to reach a consensus. As a result, exper-
iments were carried out where the teacher agent responsible
for imparting much of the lexicon, was chosen only if the
pupil’s utterances where reasonably similar to the teacher’s.
The experiment resulted in clusters of the population shar-
ing lexicons which were slightly different from the rest, or
in other words, dialects.



4.6 Linguistic Constraints

There exist certain constraints which are present in all
human languages. These are known in linguistics as univer-
sals. There are two theories to explain how these arose. The
first proposal is the phylogenetic argument, which states
that they are a result of the LAD’s evolution over time. The
glossogenetic view states that universals emerged through
acquisition and use over generations[2].

Kirby et al[21, 22] investigated the phenomenon of uni-
versal emergence by conducting experiments where agents
had access to a grammar encoded as a binary string. The
genome comprised 0s, 1s and wild-card flags. Agents with
defined portions of the genome (0s and 1s) could only ac-
quire a grammar with similar properties, thus the system
allowed for various degrees of constraint to be imposed on
the grammar learned by an agent.

Interactions between agents would cause an agent that
had not understood an incoming sentence to change param-
eters in its LAD and attempt to re-process the sentence. A
reinforcement tool successively tested various parameters
in the LAD to ascertain which parameter change best suited
the understanding of the sentence. The experiment’s re-
sults suggest that a phylogenetic approach alone does not
sufficiently explain how language constraints could have
emerged over time and that it is essential to consider glos-
sogenetic factors.

4.7 Cultural Convergence

Oliphant[23] suggested three criteria for examining the
worth of a communication system in an artificial environ-
ment.

� Acquisition - Given a certain set of rules, can an agent
acquire an optimal communication system?

� Maintenance - Can acquisition occur in the presence
of noise?

� Construction - Can the set of rules build on a non-
optimal system in order to improve its performance?

While Oliphant’s system had its drawbacks, it has been
built upon by others, most notably Smith[24, 25] who in-
troduced breeding into a similar experimental setup. The
results showed that it was possible to speed up the construc-
tion process due to increased fitness payoff. In the original
experiment, it was difficult for a population to achieve a
good construction rate due in part to the hiding effect[26].

Smith argues that a communication system can be main-
tained and constructed even if meaning observance is rela-
tively low.

The experiment also observed that the construction rate
could be speeded up again by splitting the population into
sub-populations and by introducing more learning cycles.
The key is to accelerate cultural convergence: in other
words, speed up the process whereby a population moves
towards an ’agreed’ communication system.

4.8 Critical Periods

The argument for critical periods[27], where agents are
allowed to learn a language for only a portion of their life-
time, stems from the question of whether the increased time
spent training agents is viable from an evolutionary point
of view. In the natural world there are relative advantages
and disadvantages to delayed maturity. The advantages are
that the creatures that survive until the maturity age will
likely be quite fit, thus will have a higher fertility. Also,
there will be a lower infant mortality rate due to the length
of time the parent cares for its offspring. However, this in-
creased time is an additional cost to the parent and limits the
number of offspring it can produce. Another disadvantage
is that both population and individual fitness will decrease,
because of increased generation time and decreased proba-
bility of reaching maturation age.

To investigate the effect of critical periods, experiments
have been carried out on agents using the Latent Energy
Environment (LEE) model where agents accumulate energy
throughout their lifetime by performing certain energy giv-
ing tasks. Once the energy levels have reached a threshold,
the agents are deemed mature enough to begin reproducing.

In one experiment[28], an addition element was intro-
duced. Each agent’s genome contains a maturity gene
which determines the age at which the agent is allowed re-
produce. This gene is allowed to evolve using mutations
over generations. The results show that this gene tends to
converge towards no maturation, unrelated to the type or
amount of learning used in the lifetime of an agent. The
learning required by agents in their environment was even-
tually encoded into their genome, thus no longer requiring
a maturity phase to reach the high energy levels required,
displaying an example of the Baldwin effect.



4.9 Indexed Memory and Cultural Artifacts

It has been proposed that instead of agents communi-
cating directly with one another, sometimes in a seemingly
random fashion, it may be useful to have them share infor-
mation through a specified medium[29]. This medium is
more easily observed by the experimenter and direct effects
can be produced by modifying its properties.

A population may share its information through means
of a centralised memory repository where individuals can
write and read information about their perceived environ-
ment. Because each agent may write to the shared memory,
there is a risk that agents not well suited to their environ-
ment could be disrupting others by sharing erroneous infor-
mation. However, researchers conducting such experiments
found that the relative advantage of good agents writing use-
ful information outweighed that of the incorrect portion of
the population.

A similar approach is that of cultural artifacts[7, 9]. In
a simulated world there can exist one or more cultural arti-
facts which are in essence portions of information gleaned
from this world by its population and left for further gener-
ations. This approach differs from shared memory in that
artifacts placed in the environment must not be direct map-
pings of signal/meaning pairs, but should be symbolic.

4.10 Noise as a Source of Diversity

The success of genetic algorithm approaches to function
optimisation problems is due in part to the algorithm’s ca-
pability for novelty arising from mutations. To investigate
whether a similar scheme could be provided for cultural
transmission experiments was conducted[10] where a pop-
ulation of agents underwent a process of cultural imitation
using the teacher/pupil scenario. The teacher’s output to a
given situation became the pupil’s input to allow the pupil to
associate a situation in its environment with a given signal.
The experiment used a purely cultural evolution scheme, so
no genetic information was passed on to further generations.

It was found that if a population taught the successor
generation in the fashion described above, the cultural in-
formation passed on would dissipate over generations. This
could be reduced by applying a selective process to the
choice of teacher, but this only seemed to delay dissipation
which was in the end inevitable.

It was suggested that this may have been because of
the lack of novelty in the cultural transmission and that an
equivalent to genetic algorithm’s mutation operator could

be the addition of noise in the signal from teacher to pupil.
The results showed that the populations were able to sustain
communication systems over successive generations with
the inclusion of random noise.

5 Conclusions

Synthetic ethology provides a controlled and flexible
method for the study of evolutionary linguistics. The ap-
proach has brought to light possible explanations for the
development of the Language Acquisition Device, the im-
pact of the Baldwin effect on language evolution, the rela-
tive advantages and disadvantages of critical periods during
learning and the role of noise in the sustenance of a com-
munication system.

Perhaps the most interesting area of research highlighted
by current trends is that of language dynamics. For the first
time in linguistics, it is possible to observe the result of
clashing languages in a controlled environment. Disruptive
elements can be introduced, dialects can be seen to form
and the role of population size observed.

Many of the experiments discussed concentrated on the
cultural development of a population, while effectively ig-
noring its genetic evolution. Rarely do such experiments
attempt to incorporate language and genetic development.
Much work has recently been done on the coupling of neu-
ral networks and genetic algorithms (including some of our
previous work[31]), the tools most prevalent in the experi-
ments, but none of the experiments take advantage of these
new methods. While their inclusion would increase the
complexity of the experiment, it would also yield more
fruitful results and generate populations of greater flexibil-
ity.
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