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Abstract. This paper examines the effect of cultural learning on a pop-
ulation of neural networks. We compare the genotypic and phenotypic
diversity of populations employing only population learning and of pop-
ulations using both population and cultural learning in two types of
dynamic environment: one where a single change occurs and one where
changes are more frequent. We show that cultural learning is capable of
achieving higher fitness levels and maintains a higher level of genotypic
and phenotypic diversity.

1 Introduction

A number of learning models may be readily observed from nature and have been
the focus of much study in artificial intelligence research. Population learning (i.e.
learning which occurs at a population level through genetic material) is typically
simulated using genetic algorithms. Life-time learning (i.e. learning which takes
place during an organisms’s life time through reactions with its environment)
can be simulated in a variety of ways, typically employing neural networks or
reinforcement learning models.

A relatively new field of study in artificial intelligence is synthetic ethology.
The field is based on the premise that language and culture are too complex to
be readily analysed in nature and that insight can be gained by simulating its
emergence in populations of artificial organisms. While many studies have shown
that lexical, syntactical and grammatical structures may spontaneously emerge
from populations of artificial organisms, few discuss the impact such structures
have on the relative fitness of individuals and of the entire population.

A robust multi–agent system should be able to withstand and adapt to en-
vironmental changes. This type of behaviour parallels that of the natural world
where species capable of adaptation will have more chance of evolutionary suc-
cess than ones that are rigid and incapable of such plasticity. At its most basic
level, adaptation in nature takes the form of population learning. At a higher
level, organisms capable of adapting their behaviour to suit a particular envi-
ronment during their lifetimes will be more likely to survive in the long term.

The focus of this paper is to attempt to understand the effect of cultural
learning on a population of artificial organisms subjected to dynamic environ-
ments. This is accomplished by studying its effect on the population’s fitness



as well as its genotypic and phenotypic diversity. The remainder of this paper
is arranged as follows. Section 2 introduces background research, including de-
scriptions of diversity measures and cultural learning techniques that have been
employed for this study. Section 3 describes the experimental setup. Section 4
presents the Experiment Results and Section 5 concludes.

2 Background research

2.1 Cultural Learning

Culture can be succinctly described as a process of information transfer within
a population that occurs without the use of genetic material. Culture can take
many forms such as language, signals or artifactual materials. Such information
exchange occurs during the lifetime of individuals in a population and can greatly
enhance the behaviour of such species. Because these exchanges occur during an
individual’s lifetime, cultural learning can be considered a subset of lifetime
learning.

An approach known as synthetic ethology [10, 17] argues that the study of
language is too difficult to perform in real world situations and that more mean-
ingful results could be produced by modeling organisms and their environment in
an artificial manner. Artificial intelligence systems can create tightly controlled
environments where the behaviour of artificial organisms can be readily observed
and modified. Using genetic algorithms, the evolutionary approach inspired by
Darwinian evolution, and the computing capacity of neural networks, artificial
intelligence researchers have been able to achieve very interesting results.

In particular, experiments conducted by Hutchins and Hazlehurst [8] simulate
cultural evolution through the use of a hidden layer within an individual neural
network in the population. This in effect, simulates the presence of a Language
Acquisition Device (LAD), the physiological component of the brain necessary
for language development, the existence of which was first suggested by Chomsky
[3]. The hidden layer acts as a verbal input/output layer and performs the task of
feature extraction used to distinguish different physical inputs. It is responsible
for both the perception and production of signals for the agent.

A number of approaches were considered for the implementation of cultural
learning including fixed lexicons [19], indexed memory [16], cultural artifacts [7]
and signal–situation tables [10]. The approach chosen was the teacher/ pupil sce-
nario [4, 2] where a number of highly fit agents are selected from the population
to act as teachers for the next generation of agents, labelled pupils. Pupils learn
from teachers by observing the teacher’s verbal output and attempting to mimic
it using their own verbal apparatus. As a result of these interactions, a lexicon
of symbols evolves to describe situations within the population’s environment.

2.2 Diversity

Diversity measures typically quantify the differences between individuals in a
population. It is commonly accepted that a population that is capable of main-
taining diversity will avoid premature convergence and local maxima.



Diversity measures for populations of neural networks have been the focus
of considerable research, focusing mainly on genotypic diversity [18, 14, 1]. Many
methods exist for the calculation of genotypic diversity, many based on binary
representations. For the purposes of this research however, many schemes are
unsuitable due to the nature of the marker-based encoding scheme used to rep-
resent each neural network.

Our scheme examines each block of the encoding and compares it to blocks
of similar length in other encodings. Each encoding block contains a single node
and a number of links emanating from that node. It is therefore intuitive to
propose that blocks of similar length (having a similar number of emanating
links) are suitable for mutual comparison.

There is comparatively little research on phenotypic diversity in evolutionary
computation. Typically, phenotypic diversity is measured at the fitness level [5].
However, this measure tends to compress the available diversity information
resulting in a coarse grained measure not useful in all situations. The approach
adopted in this work is to examine the components of the fitness value of each
individual, i.e. an individual’s response to each bit-parity stimulus. By comparing
the difference between all responses (and not just the aggregate fitness function)
a finer grained measure of phenotypic diversity can be obtained.

2.3 Dynamic Environments

Many approaches have been taken to simulate changing environments for multi–
agent and artificial life systems[13, 6, 15, 11] focusing on Latent Energy Environ-
ments and fitness functions which vary over time. Our approach, while straight-
forward, has the advantage of clarity: agents are repeatedly presented with a
number of bit–patterns representing either food or poison. An agent capable of
distinguishing the two by correctly ingesting food and avoiding poison will be
rewarded with a high fitness level and reproductive opportunity. At each environ-
mental change all bit–patterns representing food are made to represent poison
and vice–versa thus completely reversing the environment. This is partly based
on work performed by Nolfi et al[13] who compared the performance of a robotic
agent employing genetic evolution (population learning) and that of agents em-
ploying back–propagation (life–time learning) in a changing environment.

3 Simulator

The architecture of the artificial life simulator can be seen as a hierarchical
structure. At the top-level of the simulator is a command interpreter which allows
users to define an experiment’s variables including the number of networks, the
number of generations to run the experiment, mutation and crossover rates and
the actual problem set which the population will be attempting to solve.

The neural network layer takes the variables set using the command inter-
preter and initialises a given number of neural networks. The layer then performs



training and testing of the networks according to the parameters of the experi-
ment. These network memory structures are then passed to the encoding layer
which transforms them into genetic code structures for use in the genetic algo-
rithm. The encoding mechanism used for this set of experiments is a modified
version of marker based encoding.

Marker based encoding represents neural network elements (nodes and links)
in a binary string. Each element is separated by a marker to allow the decoding
mechanism to distinguish between the different types of element and therefore
deduce interconnections[9, 12].

In this implementation, a marker is given for every node in a network. Fol-
lowing the node marker, the node’s details are stored in sequential order on the
bit string. This includes the node’s label and its threshold value. Immediately
following the node’s details, is another marker which indicates the start of one
or more node–weight pairs. Each of these pairs indicates a back connection from
the node to other nodes in the network together with connection’s weight value.
Once the last connection has been encoded, the scheme places an end marker to
indicate the end of the node’s encoding

The genetic algorithm layer uses the genetic codes and the data retrieved
from the neural network layer’s testing of the networks to perform its genetic
operators on the population. A new population is produced in the form of genetic
codes. These are passed to the decoding layer which transforms each code into
a new neural network structure. These structures are then passed up to the
neural network layer for a new experiment iteration. Once the required number
of generations has been reached, the experiment finishes.

Two-point crossover is employed and weight mutation is employed which
takes the weight value and increases/decreases the value according to a random
percentage (200%). This approach was found, empirically, to be more successful
and was adopted for this set of experiments.

3.1 Simulating Cultural Evolution

In order to perform experiments related to cultural evolution, it was necessary to
adapt the existing simulator architecture to allow agents to communicate with
one another. This was implemented using an extended version of the approach
adopted by Hutchins and Hazlehurst. The last hidden layer of each agent’s neural
network functions as a verbal input/output layer.

At end of each generation, a percentage of the population’s fittest networks
are selected and are allowed to become teachers for the next generation. The
teaching process takes place as follows: a teacher is stochastically assigned n

pupils from the population where n =
Npop

Nteachers
, where Npop is the population

size and Nteachers is the number of teachers. Each pupil follows the teacher in
its environment and observes the teacher’s verbal output as it interacts with its
environment. A teaching cycle occurs when the pupil attempts to emulate its
teacher’s verbal output using back-propagation. Once the number of required
teaching cycles is completed, the teacher networks die and new teachers are
selected from the new generation.



Unlike previous implementations, the number of verbal input/output nodes
is not fixed and is allowed to evolve with the population, making the system
more adaptable to potential changes in environment. In addition, this method
does not make any assumptions as to the number of verbal nodes (and thus the
complexity of the emerging lexicon) that is required to effectively communicate.
It should be noted that neither the parent’s nor the pupil’s genotype is altered
at any time during these cultural exchanges.

4 Experimental Setup

The following set of experiments each employs two populations. One population
is allowed to evolve through population learning (by genetic algorithm), while
the other employs both population and cultural learning. The problem domain
for this set of experiments is the 5-bit parity problem. Each network is exposed to
bit patterns and must determine whether the pattern represents an odd or even
number. Fitness is assigned according to the mean square error of a network.

Two types of environment were employed for the experiments: an environ-
ment with a single dramatic change (at generation 200) and another with a series
of regular changes (every 20 generations) during the course of the experiment.
The change in environment is implemented by reversing the food and poison rep-
resentations such that the bit pattern representing food will represents poison
and vice-versa.

Each experiment consists of a population of 50 neural networks evolving for
400 generations with crossover and mutation rates set at 0.6 and 0.02 respec-
tively. The population employing cultural learning takes the fittest 10% of each
generation as teachers which interact with pupils for five teaching cycles. An
additional parameter, cultural mutation, adds noise to each interaction with
probability 0.02. The results presented are averaged from 10 independent runs.

5 Experiment Results

The experimental results are divided into two sections. The first examines the
relative performance of cultural learning and population learning through analy-
sis of the error values for each population. The second section is concerned with
genotypic and phenotypic diversity measures for each population.

5.1 Single Environment Change

The average error values for both populations for the single environment change
experiment are presented in figure 1. It is clear from the results that the pop-
ulation employing cultural learning is capable of reducing its error values more
successfully than the population using population learning alone. The environ-
ment change at generation 200 is clearly marked by a large surge in error values
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occurring in both populations. However, the sharp increase in error is more ev-
ident in the population employing population learning alone, suggesting that
cultural learning is softening the environment change.

Figure 2 shows the genotypic diversity for both populations. While both pop-
ulations have a tendency to reduce diversity as the experiment progresses, the
population employing cultural learning is capable of maintaining a higher (and
statistically significant) level of diversity throughout the experiment. This trend
is reinforced by the results of the phenotypic diversity measure, presented in fig-
ure 3. The phenotypic diversity of the population employing population learning
alone is considerably lower than that of the population employing cultural learn-
ing.

It is clear from these results that in the single change environment, cultural
learning is capable of maintaining a high genotypic and phenotypic diversity for
its population. This can be correlated to its corresponding superior performance
with regard to average error values.
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5.2 Multiple Environment Changes

The multiple environment change experiment presents a considerably more dif-
ficult challenge to both populations as the reversals in environment occur very
frequently. Figure 4 presents the average error of both populations over the
experiment run. Each environment change can be clearly seen as a surge in av-
erage error every 20 generations. Clearly both populations experience difficulty
in tracking the environmental changes in this experiment.

The population employing cultural learning is capable of matching and in
some cases improving on the error values acheived by the population employ-
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ing population learning alone. However, it cannot be said that there is a clear
distinction between the two populations.
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Fig. 5. Genotypic Diversity Values

Figure 5 presents the results of the genotypic diversity measure for both pop-
ulations. The results are similar to those obtained in the previous experiment set,
with both populations reducing diversity over the experiment run, but with the
population employing cultural learning maintaining a higher level throughout.

Similarly, the phenotypic diversity measure results outlined in figure 6 show
that the population employing cultural learning is achieving and maintaining



higher levels of phenotypic diversity than that of the population employing pop-
ulation learning alone.
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6 Conclusions

The results presented in this paper suggest that the addition of cultural learning
is beneficial to a population subjected to dramatic environmental changes, but is
not capable of providing any real advantage in environments where changes occur
more frequently. It should be stressed that we do not wish to generalise as to
the effects of cultural learning for all problems, rather that this study provides
a useful starting point into the analysis of the potential benefits of cultural
learning. Diversity measures in particular may allow more detailed analysis into
the effects of cultural learning for a variety of problem domains. Future work will
focus on more complex problems and environments where changes occur more
gradually, rather than simple reversal of problem solutions.
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