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Preface 
 
This book contains the collection of papers accepted for the 16th Irish 
Conference on Artificial Intelligence and Cognitive Science (AICS ’05).  The 
conference was hosted by the School of Computing and Information 
Engineering of the University of Ulster at Coleraine, on 7th-9th September 
2005; and was held in Flowerfield Arts Centre, Portstewart, Northern Ireland.  
 
The AICS conference has taken place annually since 1988 and provides a 
forum for the exchange of ideas and the presentation of results relating to 
research conducted both in Ireland and worldwide.  There were oral 
presentation sessions on: conversational recommender systems, cognitive 
science, image processing & intelligent multi-media, natural language 
processing, information retrieval, natural language and intelligent multi-
media, coherence and trust, constraint satisfaction, evolutionary computing & 
neural networks, and machine learning.  As in previous years AICS ’05 
included a poster session, and the papers relating to this session are also 
included in these proceedings. 
 
September 2005 Norman Creaney 
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Artificial Intelligence or Natural Stupidity: an 
Exercise in Practical Deception 

 
 

Noel Sharkey 
 

Professor of Computer Science, EPSRC Senior Media Fellow,  
Department of Computer Science, University of Sheffield, 

Regent Court, 211 Portabello Road, Sheffield, S1 4DP, England. 
noel@dcs.shef.ac.uk 

 
 
Since the time of the ancients, machines have been designed to fill the public with 
awe and wonder. This was achieved by keeping the mechanisms of artificial creatures 
hidden. As the public grew wiser, cleverer tricks were required. By 200 BC it took 
self-movement from water powered automata to draw attention and now we have 
computers and robots. All creatures can be fooled by a bit of camouflage and illusion 
and humans are no exception. Just as the fisherman uses a lure to catch fish, so the AI 
worker can pick out features that deceive humans into believing animacy. Robots are 
already moving into the household as vacuum cleaners and pet-like companions. As 
this happens more and more, we will need to use more and more sophisticated 
deception. This talk takes a lively tour through the history of “intelligent” 
mechanisms from ancient to modern and proposes a new understanding of our role as 
natural magicians. 
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Autonomic Computing for Pervasive 
ICT: a Whole-System Perspective 

 
Mark Shackleton 

 
Future Technologies Group, Orion Building, Floor 1, PP12, 

Adastral Park, Martlesham Heath, IP5 3RE, England 
mark.shackleton@bt.com 

 
 
It is unlikely that we can expect to apply traditional centralised management 
approaches to large-scale pervasive computing scenarios. Approaches that require 
manual intervention for system management will similarly not be sustainable in the 
context of future deployments considering their scale and their dynamic (or mobile) 
nature.  This situation motivates the need to apply “autonomic” techniques to system 
management, where the behaviour of whole systems results from the inherent 
properties that have been engineered in, i.e. such systems need to be adaptive, reliable 
and self-managing at the “whole system” level.  In this talk we outline a number of 
design principles that can be applied to create systems that are autonomic in their 
operation. We focus particularly on generating (and analysing) global system 
behaviour that arises from the carefully designed interactions of the system 
components, rather than on the individual behaviour of the components themselves. 
The design heuristics that we derive (which are often nature-inspired) are illustrated 
in the context of a number of examples that show how the use of the appropriate 
principles can lead to the inherent global behaviours that we desire. The result is self-
managing, self-repairing systems that can be easily deployed, thus reducing total cost 
of ownership and increasing overall system reliability. 

5



 

6



Conversational 
Recommender Systems 

7



 

8



Incremental Nearest Neighbour with Default Preferences 
 

David McSherry 
 

School of Computing and Information Engineering, University  
of Ulster, Coleraine BT52 1SA, Northern Ireland 

dmg.mcsherry@ulster.ac.uk 
 
 

Abstract. Incremental nearest neighbour (iNN) is a case-based 
reasoning (CBR) approach to product recommendation that aims to 
minimise the length of recommendation dialogues while ensuring that 
the dialogue is terminated only when the outcome is certain to be the 
same regardless of the user’s preferences with respect to any remaining 
attributes. In this paper, we examine the potential role of default 
preferences in the retrieval of recommended cases. As we demonstrate 
in the domain of digital cameras, default preferences have the potential 
to dramatically increase recommendation efficiency, particularly when 
combined with iNN’s goal-driven approach to elicitation of personal 
preferences and ability to recognise when the recommendation dialogue 
can be terminated without loss of solution quality. 
 
 

1   Introduction 
  
In CBR recommender systems, cases representing available products are retrieved in 
response to a query representing the user's requirements. In approaches related to 
conversational CBR [1], a query is incrementally elicited in a recommendation 
dialogue with the user, often with the aim of minimising the number of questions the 
user is asked before an acceptable product is retrieved [2,3]. Recent research has also 
highlighted the importance of recommender systems having the ability to explain 
their reasoning [4,5], and recognise when the dialogue can be terminated without loss 
of solution quality [3].  
 Incremental nearest neighbour (iNN) is an approach to recommendation designed 
to address these issues in a mixed-initiative recommender system called Top Case 
[3,5]. It combines a goal-driven approach to selecting the most useful question at 
each stage of the recommendation dialogue with a mechanism for ensuring that the 
dialogue is terminated only when it is certain that the outcome will be the same 
regardless of the user’s preferences with respect to any remaining attributes. Another 
important benefit is the ease with which the recommendation process can be 
explained. For example, Top Case can explain the relevance of any question the user 
is asked in terms of its ability to discriminate between competing cases. 
Recommendations based on incomplete queries can also be justified on the grounds 
that the user’s unknown preferences cannot affect the outcome.  
 In this paper, we examine the potential role of default preferences in iNN and 
other approaches to the retrieval of recommended cases. In a recommender system 
for personal computers (PCs), for example, it is reasonable to assume that most users 
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would prefer to maximise processor speed, memory, and hard disk size, while 
minimising price. It should therefore be necessary to ask the user only about 
preferences that are likely to differ between individuals, such as make, PC type, and 
screen size. As well as reducing dialogue length, avoiding unnecessary questions may 
also be beneficial in terms of solution quality, as providing preferred values for 
attributes like processor speed may require technical knowledge that the user is 
lacking.    
 However, a common approach to the assessment of similarity with respect to 
numeric attributes is one in which (a) the user is asked to specify a preferred value 
and (b) values that are closest to the preferred value receive the highest similarity 
scores. While this makes good sense for attributes like screen size in the PC domain, 
the idea that a user who specifies £500 as an “ideal” price would prefer to pay £510 
than £480 seems unrealistic. Instead, attributes whose values most users would prefer 
to maximise or minimise are sometimes treated as more-is-better (MIB) or less-is-
better (LIB) attributes in the retrieval process [6-8]. However, there may be no 
benefit in terms of recommendation efficiency. For example, it is typical in the case 
of a LIB attribute for a preferred maximum to be elicited, and for the highest 
similarity score to be assigned to any value that is below the preferred maximum.  
 In this paper, we present an approach to retrieval based on default preferences in 
which there is no need to elicit preferred values for LIB or MIB attributes. Instead, 
the preferred value of a LIB attribute is assumed to be the lowest value of the 
attribute in the case base, while the preferred value of a MIB attribute is assumed to 
be the highest value. 
 In Section 2, we use a well-known case base in the digital camera domain to 
illustrate the iNN process in Top Case. In Section 3, we present our approach to 
retrieval based on default preferences and show how it can be combined with iNN’s 
goal-driven approach to the elicitation of personal preferences. In Section 4, we 
investigate the potential benefits of default preferences in terms of recommendation 
efficiency. Related work is discussed in Section 5 and our conclusions are presented 
in Section 6. 
 
 
2   Recommendation in Top Case 
 
An initial query, if any, entered by the user is incrementally extended in Top Case by 
asking the user about her preferences with respect to attributes not mentioned in her 
initial query. In the goal-driven approach to attribute selection that characterises iNN, 
an important role is played by the concept of case dominance [3]. In the following 
definition, Sim is the similarity measure on which retrieval is based, and a given 
query is considered to be an extension of itself.   

Definition 1. A given case C1 dominates another case C2 with respect to a query Q if 
Sim(C1, Q*) > Sim(C2, Q*) for all possible extensions Q* of Q.  

  One reason for the importance of case dominance is that any case that is 
dominated by another case with respect to the current query can be eliminated; 
clearly it can never emerge as the most similar case regardless of the user’s 
preferences with respect to any remaining attributes. It can also be seen that if any 
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case dominates all the other cases, then there is no need for the user’s query to be 
further extended, as the outcome is bound to be the same regardless of the user’s 
preferences with respect to any remaining attributes.  
 McSherry [3] uses the triangle inequality to show that a given case C1 dominates 
another case C2 with respect to a query Q over a subset AQ of the case attributes A if 
and only if: 
 ∑

−∈
−>−

QAAa
aa CCsimwQCSimQCSim )),(1(),(),( 2121  (1) 

where for each a ∈ A, wa is the importance weight assigned to a. The cases 
dominated by a given case can thus be determined with a computational effort that 
increases only linearly with the size of the case base. 
 At each stage of the recommendation dialogue, the attribute selected by Top Case 
is the one with the potential to maximise the number of cases dominated by the case it 
has selected as a target case. Starting with the case that is most similar to the user's 
initial query, or a randomly selected case if there is no initial query, the target case is 
continually revised as the user’s preferences are elicited.  
  The recommendation dialogue continues until it is certain that the outcome will be 
the same regardless of the user’s preferences with respect to any remaining attributes. 
At this stage, the user is informed that the target case has been confirmed as the 
recommended case. Any cases that equal the current similarity of the target case are 
also recommended. 
 The example case base that we use to demonstrate the recommendation process is 
McCarthy et al.’s [9] digital camera case base, which contains the descriptions of 
over 200 digital cameras. Case attributes and weights assigned to them in our 
experiments are make (9), price (8), format (7), resolution (6), optical zoom (5), 
digital zoom (1), weight (4), storage type (2), and memory (3). Fig. 1 shows an 
example recommendation dialogue in Top Case based on the digital camera case 
base. Minor editing in the interest of clarity includes the format of the user’s initial 
query. Though available in the case base as part of a retrieved camera’s description, 
the specific model plays no part in the recommendation process and is not shown in 
the example dialogue because of the limitations of space.   
 In the example dialogue, the user has declined to enter an initial query. Having 
assumed the initiative, Top Case randomly selects Case 169, a compact Casio 
camera, as its initial target case, and shows the user this case and one of the 209 cases 
that are not currently dominated by the target case. Top Case now selects make as the 
most useful attribute for confirming the target case and asks the user what make she 
prefers.  When the user asks why this question is relevant, Top Case explains that if 
the preferred make is Casio, this will eliminate 102 cases, including the Canon 
camera that the user was shown in the previous cycle. That is, if the preferred make is 
Casio, the Canon can never equal the similarity of the target case regardless of the 
user’s preferences with respect to the remaining attributes. 
 Later in the example dialogue, the target case has changed to Case 40 in light of   
the user’s preferences for an ultra-compact Sony costing in the region of 500 euro. It 
remains unchanged following elicitation of the user’s preference with respect to 
optical zoom, and now dominates all but five of the other cases in the case  
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____________________________________________________________________ 
  
Top Case: The target case is:  
  Case 169: casio, 265, compact, 1.2, 0, 2, 320, compact flash, 8 (0) 
 Other competing cases (209) include:  

  Case 210: canon, 459, compact, 5, 3.6, 4.1, 300, compact flash, 32  (0) 
 What is the preferred make?  
User: why 
Top Case: Because if make = casio this will eliminate 102 cases, including Case 210.
 What is the preferred make?   
User: sony 
Top Case: The target case is:  
  Case 33: sony, 875, compact swivel, 8, 7.1, 2, 906, memory stick, 0 (0.2) 
 Other competing cases (208) include:    
  Case 43: sony, 304, compact, 5, 3, 4, 259, memory stick, 16 (0.2) 
 What is the preferred format? 
User: ultra compact 
Top Case: The target case is:  
  Case 27: sony, 376, ultra compact, 5, 3, 4, 210, memory stick, 32 (0.36)  
 Other competing cases (14) include:    
  Case 41: sony, 184, ultra compact, 2, 0, 0, 118, memory stick, 8 (0.36) 
 What is the preferred price? 
User: 500 
Top Case: The target case is:   
  Case 40: sony, 455, ultra compact, 5, 4, 4, 298, memory stick, 32 (0.53) 
 Other competing cases (10) include: 
  Case 30: sony, 454, ultra compact, 5, 3, 4, 200, memory stick, 32 (0.53) 
Top Case: What is the preferred optical zoom? 
User: 4 
Top Case: The target case is:   
  Case 40: sony, 455, ultra compact, 5, 4, 4, 298, memory stick, 32 (0.64) 
 Other competing cases (5) include: 
  Case 35: sony, 249, ultra compact, 2, 0, 0, 200, memory stick, 8 (0.59)  
Top Case: What is the preferred resolution? 
User: why   
Top Case: Because if resolution = 5 this will confirm Case 40 as the recommended case. 
  What is the preferred resolution? 
User: 5  
Top Case: The recommended case is:   
  Case 40: sony, 455, ultra compact, 5, 4, 4, 298, memory stick, 32 (0.78) 
User: why 40 
Top Case: Case 40 differs from your query only in price and is highly recommended no 
 matter what digital zoom, weight, storage type, or memory you prefer  
____________________________________________________________________________ 

Fig. 1.  Example recommendation dialogue in Top Case 
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base. When asked to explain the relevance of resolution, the most useful of the 
remaining attributes at this stage, Top Case tells the user that a preferred resolution of 
5 mega-pixels would be enough to confirm Case 40 as the recommended case.  The 
question is now repeated and the user tells the system that 5 mega-pixels is in fact the 
preferred resolution. 
 As the outcome is now certain to be the same regardless of the user’s preferences 
with respect to the remaining attributes, the dialogue can be safely terminated with 
Case 40 as the recommended case. When the user asks why Case 40 is recommended, 
Top Case points out that it differs from her query only in price and is highly 
recommended no matter what digital zoom, weight, storage type, or memory she 
prefers.  
 
 
3   Retrieval Based on Default Preferences 
 
Our approach to retrieval based on default preferences involves the construction of a 
default query Qdefault in which the preferred value of a LIB attribute is assumed to be 
the minimum value of the attribute in the case base. Similarly, the preferred value of 
a MIB attribute is assumed to be the maximum value in the case base. The default 
query also includes a preferred value for any nominal attribute with a value that most 
users can be assumed to prefer. Only attributes for which default preferences can 
reasonably be assumed are included in the default query. 
 In the digital camera case base, for example, we assume that most users would 
prefer to minimise price and weight while maximising memory, resolution, optical 
zoom, and digital zoom. So our default query in the digital camera domain includes 
default preferences for price (106 euro), memory (64 Mb), resolution (13.7 mega-
pixels), optical zoom (10×), digital zoom (8×), and weight (100 gm). For example, 
106 euro is the minimum price in the case base, while 64 Mb is the maximum 
memory. However, as no obvious assumptions can be made about the preferred 
make, format, or storage type, these attributes do not appear in the default query. 
 The question now arises of how to assess the similarity of a given case with 
respect to any MIB or LIB attributes in the default query. The similarity measure that 
we use for all numeric attributes is the same regardless of whether or not they are in 
the default query. As often in practice, we define the similarity of a given case C to a 
query Q with respect to a numeric attribute a to be: 

  
)min()max(

)()(
1),(

aa
QC

QCsim aa
a −

π−π
−=  (2) 

where max(a) and min(a) are the maximum and minimum values of a in the case 
base, πa(C) is the value of a in C, and πa(Q) is the preferred value of a.   
 In the case of a LIB or MIB attribute, however, there is no need for a preferred 
value to be elicited from the user as a preferred value is provided in the default query. 
For example, it follows from Equation 2 that for any case C and LIB attribute a: 

 
)(min)(max
)()(max

)(min)(max
)(min)(1),(

aa
Ca

aa
aCQCsim aa

defaulta −
π−

=
−
−π

−=  (3) 
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 Our approach to handling default preferences can be used to complement CBR 
approaches to the retrieval of recommended cases in various ways. In NN retrieval, 
for example, the default query can be combined with a standard query representing 
the personal preferences of the user. An obvious benefit in the digital camera domain 
is a 67% reduction in query length relative to full-length queries in which the user is 
required to specify preferred values for all attributes in the case base. The ability to 
kick start the recommendation process by presenting the case that is most similar to 
the default query may also be beneficial in critiquing approaches [9-12], particularly 
when the user declines to enter an initial query. However, we focus in this paper on 
the potential benefits of retrieval based on default preferences as a starting point for 
the elicitation of personal preferences in iNN.   
 Fig. 2 shows an example recommendation dialogue that we use to demonstrate the 
use of default preferences in Top Case. Our hypothetical user is the same as in Fig. 1. 
Once again, the user has declined to enter an initial query which would otherwise be 
combined with the default query as the basis for the retrieval of an initial target case. 
In the absence of an initial query, the case that is most similar to the default query is 
retrieved and used as the initial target case in iNN’s goal-driven approach to 
elicitation of the user’s personal preferences.   

____________________________________________________________________________ 
  
Top Case: The target case is:  
  Case 76: nikon, 864, SLR-Like, 8, 8, 4, 512, compact flash, 64 (0.46) 
 Other competing cases (207) include:  

  Case 1: canon, 879, SLR-Like, 8, 7.1, 3.2, 640, compact flash, 64 (0.44) 
 What is the preferred make?  
User: why 
Top Case: Because if make = nikon this will eliminate 193 cases, including Case 1  
 What is the preferred make?   
User: sony 
Top Case: The target case is:  
  Case 40: sony, 455, ultra compact, 5, 4, 4, 298, memory stick, 32 (0.58) 
 Other competing cases (33) include:    
  Case 29: sony, 336, compact, 5, 3, 4, 236, memory stick, 32 (0.57) 
 What is the preferred format? 
User: why   
Top Case: Because if format = ultra compact this will confirm Case 40 as the recommended 
 case 
Top Case: What is the preferred format? 
User: ultra compact  
Top Case: The recommended case is:   
  Case 40: sony, 455, ultra compact, 5, 4, 4, 298, memory stick, 32 (0.73) 
User: why 40 
Top Case: Case 40 matches your query exactly and is highly recommended no  matter what 
 storage type you prefer  
____________________________________________________________________________ 

Fig. 2. Example recommendation dialogue in Top Case based on iNN with default preferences 
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 With default preferences for 6 of the 9 attributes in the case base, the number of 
questions that the user can be asked is reduced to a maximum of 3. In fact, a 
recommendation is reached by Top Case after the user has been asked only two 
questions.  The camera recommended by Top Case on this occasion, an ultra-compact 
Sony, is the same as the one it recommended in the example dialogue in Fig. 1. Of 
course, its recommendation might well have been different, since the default 
preferences used by Top Case in the second dialogue are quite different from the 
preferred values elicited from the user in the first dialogue. 
 
 
4    Empirical Results 
 
Based on a simple leave-one-out approach, our first experiment examines the 
performance of Top Case on the digital camera case base in the absence of default 
preferences. First we temporarily remove each case, use its description to represent 
the preferences of a simulated user in a Top Case dialogue based on the remaining 
cases, and record the number of questions asked before a recommendation is made. 
As in the example Top Case dialogue in Fig. 1, no use is made of default preferences 
in this experiment, so the simulated user may be asked up to 9 questions.  
 Our second experiment, again on the digital camera case base, examines the 
effects on recommendation efficiency of retrieval based on default preferences 
combined with iNN’s goal-driven approach to the elicitation of personal preferences. 
Again we use a leave-one-out approach, with the description of a left-out case now 
providing the personal preferences of a simulated user with respect to make, format, 
and storage type, and with default preferences for the other six attributes. As in the 
example dialogue in Section 3, each simulated dialogue begins with the retrieval of 
the case that is most similar to the default query: 
price = 106, memory = 64, resolution = 13.7, optical zoom = 10, digital zoom = 8, weight =100 

Also as in Section 3, the retrieved case is used as an initial target case in Top Case, 
and a starting point for the elicitation of personal preferences. Again we record the 
number of questions asked before a recommendation is made by Top Case. With 
default preferences for 6 of the 9 attributes, the maximum number of questions that 
can be asked in this experiment is 3.  
 Observed dialogue lengths in the two experiments are summarised in Fig. 3.   
Relative to a recommendation dialogue of the longest possible length, iNN without 
default preferences has reduced dialogue length by up to 67% and by 37% on 
average. More striking, though, is the reduction in dialogue length of 73% on average 
for iNN when combined with default preferences.   
 As noted in Section 3, our approach to handling default preferences can also be 
used in the basic NN approach to the retrieval of recommended cases. The impact on 
recommendation efficiency in NN is easily determined if we assume that the user is 
required to specify preferred values for any attributes for which preferred values are 
not provided by default. In Table 1, we summarise the gains in recommendation 
efficiency on the digital camera case base provided by default preferences in NN and 
iNN. Reductions in dialogue (or query) length are also shown as percentages of the 
maximum dialogue (or query) length.  
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Fig. 3. Lengths of recommendation dialogues in  iNN with and without  

default preferences (DPs) in the digital camera case base 
 
 
 The most striking feature of the results when viewed in this way is the dramatic 
reduction (67%) in the length of NN queries provided by default preferences. The 
additional reduction of 6% provided by iNN’s goal-driven attribute selection 
strategy, though certainly beneficial, is relatively modest. The combined effect of 
default preferences and iNN is to reduce dialogue length to a maximum of 2 or 3 
questions. As might be expected, iNN’s contribution to recommendation efficiency is 
much greater in the absence of default preferences, again with an average reduction in 
dialogue (or query) length of 37%. 

 
 
Table  1.  Lengths of NN queries and iNN dialogues with 
and without default preferences (DPs) 
____________________________________________ 

 
  Without DPs  With DPs  

 NN 9    3 (67%)  
 iNN 5.7  (37%) 2.4 (73%) 

____________________________________________ 
 
 
5  Related Work 
 
The importance of default preferences is recognised in Linden et al.’s [12] Automated 
Travel Assistant, a flight recommender that interactively builds flight itineraries from 
real-time airline information. However, retrieval is not based on similarity, and there 
are no mechanisms for selecting the most useful attribute on each recommendation 
cycle or recognising when the dialogue can be safely terminated as in iNN. There is 
also no evaluation of the impact of default preferences on recommendation 
efficiency. 
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 In existing approaches to retrieval based on MIB and LIB attributes, it is typical 
for the highest similarity score to be assigned to any value that is above the preferred 
minimum for a MIB attribute or below the preferred maximum for a LIB attribute 
[6,7]. However, it does not seem realistic to assume, for example, that all values of a 
MIB attribute above the preferred minimum are equally preferred [8]. Another 
problem is that the attribute’s discriminating power may be greatly reduced if the user 
chooses a “modest” value that is exceeded by most cases.   
 In compromise-driven retrieval (CDR), preferred maximum and minimum values 
for LIB and MIB attributes are used to identify compromises that the user may be 
prepared to make, but make no contribution to a retrieved case’s similarity [8]. For 
example, the following measure is used to assess the similarity of a given case with 
respect to a LIB attribute: 

 
)(min)(max
)()(max),(

aa
CaQCsim a

a −
π−

=  (4) 

Though not explicitly defined in terms of a preferred value, this measure is in fact 
equivalent to the standard similarity measure for numeric attributes (Equation 2) with 
the minimum value of the attribute as the preferred value as in Equation 3. Similarly, 
our assumption that the preferred value of a MIB attribute is the maximum value in 
the case base reduces the standard similarity measure for numeric attributes to the one 
used for MIB attributes in CDR.  
 A known limitation of similarity-based retrieval, and one to which iNN is not 
immune, is that the most similar case is not necessarily the one that is most 
acceptable to the user [8,13].  Approaches to extending recommendation dialogues 
beyond an initially unsuccessful recommendation include critiquing approaches to 
the elicitation of user feedback [9-12], exploring compromises that the user may be 
prepared to make [8], and referral of the user’s query to other recommender agents in 
search of more acceptable cases that might be available elsewhere [13]. The potential 
role of default preferences in these approaches to recovery from an initial 
recommendation failure is one of the issues we propose to investigate in future 
research.  
 
 
6  Conclusions 
 
In combination with iNN’s goal-driven approach to the elicitation of personal 
preferences, the potential benefits of retrieval based on default preferences include a 
dramatic reduction in the length of recommendation dialogues. For example, dialogue 
length was reduced to a maximum of two or three questions in our experiments on the 
digital camera case base. Avoiding questions requiring technical knowledge that 
users may be lacking (e.g. optical/digital zoom) may also be beneficial in terms of 
solution quality. Also in the context of iNN, showing the user the most promising 
case based on default preferences provides a natural starting point for the elicitation 
of personal preferences.   
 We have also argued that the potential benefits of retrieval based on default 
preferences are not limited to iNN. In the basic NN approach to retrieval of 
recommendation cases, we have shown that default preferences have the potential to 
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reduce query length by 67% in the digital camera domain. In critiquing algorithms, an 
initial recommendation based on default preferences may be a useful starting point 
for the elicitation of user feedback, particularly when the user declines to enter an 
initial query.  
 
Acknowledgement.  Thanks to Kevin McCarthy and his co-authors for providing the 
digital camera case base [9] used to illustrate the ideas presented in this paper.  
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Abstract. Conversational recommender systems solicit feedback from
users in order to objectively inform the recommendation process. Ide-
ally the user is presented with suitable products/services as promptly, as
possible. Efficiency is key, and normally, this is measured in terms of the
session length (i.e., the number of recommendation cycles with the user).
In this paper we argue that it is also important to understand the effort
required of the user during these interactions. Cognitive load refers to
the level of effort associated with thinking and reasoning. We will look
at the cognitive load implications, as measured by interaction time, of
a critiquing conversational recommender which uses dynamically gener-
ated compound critiques. In particular, we find two interesting results.
First, on a cycle-by-cycle basis the dynamic critiquing approach places a
greater cognitive cost burden than that for the unit critiquing approach.
Secondly, and arguably more importantly, the reverse is true when we
look at overall session performance – that is, the dynamic critiquing ap-
proach outperforms the unit critiquing variation. We demonstrate these
in relation to results obtained in a recent real-user trial.

1 Introduction

Recommender systems are important when it comes to helping users to navigate
through complex product spaces [1–3]. In particular they provide useful assis-
tance to users even when user requirements are initially unclear. For example,
conversational recommender systems aim to refine a user’s initial requirements
by presenting a sequence of recommendations and inviting the user to provide
feedback on each suggestion. This feedback can be provided in different ways, and
is often dependant on the recommendation setting in question. Previous work
by [4] describes four distinct forms of feedback - value elicitation, critiquing,
preference-based, and ratings-based feedback - and investigates how they rank
in terms of reducing recommendation session length. However, this work does
point out that recommendation session length is not the only influencing criterion
? This material is based on works supported by Science Foundation Ireland under

Grant No. 03/IN.3/I361.
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when it comes to assessing recommender performance, and selecting appropriate
feedback strategies. For instance, the cognitive cost to the user of providing feed-
back is another, albeit lesser investigated, issue. This is the issue under scrutiny
in this paper.

In this paper we are interested in a particular form of feedback, called cri-
tiquing [5–7]. Critiquing-based recommender systems expect the user to provide
feedback in the form of directional feature-level preferences for a product. For
example, in a holiday recommender a user might indicate that they are looking
for a holiday that is “closer to home”, this is a unit critique over the location
feature of a holiday suggestion. In this way, the standard model of critiquing re-
quires the user to apply a single critique to a single feature (unit critiquing), but
recently this model has been extended to cover multiple features, by supporting
dynamically generated compound critiques.

Section 2 describes the unit and compound critiquing ideas in further detail,
and discusses some of the advantages we have previously reported in relation
to the notion of dynamically generating compound critiques. A common ques-
tion we have been faced with in the past has been in relation to the cognitive
load impact associated with this idea. For example, how much of an increase
in the user’s cognitive load is associated with choosing a compound critique
over a unit critique? We evaluate this issue in Section 4, such that developers
of critique-guided recommender systems can better understand the cost-benefit
characteristics associated with using unit and compound critiques. We propose
to estimate cognitive load by measuring the amount of time that it takes a user
to interact with the recommender system, and we use this to compare the cog-
nitive load characteristics of standard (unit) critiquing and dynamic compound
critiquing. In particular, we demonstrate that while the dynamic critiquing ap-
proach presents with a higher cognitive load at the level of a single recommen-
dation cycle, its ability to reduce overall average session length has a positive
impact on the overall cognitive load at the level of the recommendation ses-
sion. Importantly, we demonstrate these ideas using results obtained in a recent
live-user trial.

2 A Review of Critiquing-Based Recommender Systems

Critiquing, as a form of feedback, is best known by association with the FindMe
recommender systems [1, 5]. The original motivation for critiquing included the
need for a type of feedback mechanism that was simple for users to understand
and apply, and yet informative enough to focus the recommender system. For
instance, the Entrée restaurant recommender [1] presents users with a fixed set
of directional critiques in each recommendation cycle. In this way users can
easily request to see further suggestions that are different from the current rec-
ommendation, in terms of some specific feature. For example, the user may
request another restaurant that is cheaper by critiquing its price. Critiques of
this type are what we call unit critiques. This ultimately limits the ability of
the recommender to narrow its focus, because it is guided by only single-feature
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preferences from cycle to cycle. An alternative strategy is to consider critiques
that operate over multiple features, what we call compound critiques. This idea
of compound critiques is not novel; the seminal work of Robin Burke [5] refers to
critiques for manipulating multiple features. For instance, Car Navigator, a car
recommender from the FindMe family, offers both static unit critiques and sta-
tic compound critiques to the user. An example of one such compound critique
is the sportier critique, which operates over a number of different car features;
engine size, acceleration and price are all increased. Obviously compound cri-
tiques have the potential to improve recommender efficiency because they allow
the recommender to focus on multiple feature constraints in each cycle. However,
in the past when compound critiques have been used they have been hard-coded
by the system designer so that the user is presented with a fixed set of compound
critiques in each recommendation cycle. These compound critiques may, or may
not, be relevant depending on the cases that remain at a given point in time.

Fig. 1. Screenshot of our prototype dynamic critiquing recommender.
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Recently, we have argued the need for a more dynamic approach to critiquing
whereby compound critiques are generated, on-the-fly, for each recommenda-
tion cycle [8, 9]. This dynamic critiquing approach generates a set of compound
critiques to present to the user in each recommendation cycle. Because these
compound critiques are informed by the remaining products, the recommender
system will always return a recommendation for one of these. In previous work
[8, 9] we have described how these compound critiques are generated, selected
and presented to the user. The compound critiques generated by the dynamic
critiquing approach are always applicable to the current recommendation. We
have also developed methods such as critique profiling and introduced diversity
in order to enhance the beneficial effects of our dynamically generated com-
pound critiques. Figure 1 shows a screenshot of a digital camera recommender
system that we have developed to showcase and evaluate the dynamic critiquing
approach. It shows a recommended case, its unit critiques and three relevant
compound critiques. From here the user can select a critique to inform the next
recommendation, terminating their session when they see a satisfactory camera.

In previous publications we have looked at improving recommender efficiency
by reducing the number of conversational cycles. We found in both artificial and
on-line evaluations [8–10] that session reductions of up to 69% can be obtained
when the user chooses dynamically generated compound critiques. However, the
compound critiques we generate change from cycle to cycle, unlike their unit
counterparts. For example, Entrée uses 7 fixed unit critiques in each cycle and
the same critique options appear in the same positions every cycle. Our approach
presents unit critiques in a similar way to Entrée, however the compound cri-
tiquing part of the interface changes dynamically during each cycle as do the
presented compound critiques. How much of an increase in the user’s cognitive
load is associated with choosing a compound critique over a unit critique, when
we consider that the compound critiques are dynamically generated? We will try
to answer this question in evaluating the results of a recent live-user trial.

3 Cognitive Load in Conversational Recommenders

The issue of cognitive load in the context of conversational recommender systems
is one that has not been explored in great detail to date. The vast majority of
recommender systems make cognitive demands on users in some way. Limiting
factors include: (1) users rarely have a clear understanding of what product
they are looking for, (2) users may not be proficient in the required product
description knowledge, (3) users may be unable to effectively compare presented
suggestions, and/or (4) are often incapable of retaining learned information in
short-term memory.

Assessing cognitive load implications associated with recommendation sce-
narios of this kind is a very difficult task. Related research has investigated the
prospects of using physiological methods, such as pupil size, to measure a user’s
cognitive load [11]. Despite early optimism, empirical evaluations have demon-
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strated that behavioural indicators, such as reading speed, are actually more
accurate.

Fig. 2. Screenshot from the Nike Advisor site, Nike.com, illustrating the cognitive cost
burden associated with the case evaluation level.

Accordingly, evaluations of the cognitive load impact of recommender tech-
niques and technologies have tended to examine a user’s willingness to interact
and speed of interaction as a measure of this cost. In a typical recommendation
cycle there are two cognitive task levels that contribute to this cost. They are, (1)
cognitive load the user experiences at the case evaluation level, and (2) cognitive
load they tolerate at the feature interaction level. The case evaluation level of
cognitive load is best demonstrated when k cases are presented to the user as in
the example in Figure 2. There is a comparative cognitive cost because the user
has to compare the presented cases to each other before giving feedback.

Our research looks at the cognitive burden placed on users of conversational
recommender systems at the feature interaction level. As mentioned earlier, our
digital camera recommender uses critiquing as its user feedback mechanism.
Only one suggestion is presented in each recommendation cycle so there is no
associated cost at the case evaluation level. As shown in Figure 1, the user first
examines the relevant unit and compound critiques (i.e., each made up of 3
unit critiques), before providing their feedback. To date our evaluations have
concentrated predominantly on the efficiency benefits of our dynamic critiquing
approach, in terms of the session length reductions realised. While results have
been positive we have been challenged as to whether there are significant cog-
nitive load issues at the feature interaction level. That is, are there cost impli-
cations enforced on the user as a result of having to breakdown and understand
the critique options offered. More importantly, these compound critiques change
dynamically, and this could lead to longer overall session times. It could be the
case that the cognitive cost (i.e., time spent) encountered at the feature inter-
action level far outweighs the benefit of shorter recommendation session lengths
– for example, a unit critiquing user who finds their product in 10 cycles and
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takes 2 minutes to do so is better off than a compound critiquing user who finds
the same product in 5 cycles but takes 6 minutes to do so.

Obviously if the users in our experiment who use the compound critiques to
reduce their system interactions take a considerably longer duration of time to
be recommended the product they were looking for, then dynamic critiquing and
the use of compound critiques is infeasible in a real system. In our evaluation in
Section 4, instead of looking at the number of interactions with the system as a
measurement of efficiency we analyse how the time taken for a user to respond
with feedback can be used to determine how reductions in interaction cycles
correlate with increases in cognitive load.

Some timing analysis has been performed in relation to recommendation
efficiency. For example, Smyth and Cotter [12, 13] look at the efficiency of per-
sonalized mobile portals. They argued that the efficiency benefit comes not only
from the fact that the user has fewer interaction cycles with the system (clicks
and scrolls in this case), but also that the user ends up spending less time on
unnecessary navigation. The fact that users spend less time navigating to what
they want is very important in the mobile domain as users are often charged
according to the amount of time they spend connected to the service.

Cognitive load analysis, as measured by interaction time, can only be carried
out in the context of live-user evaluations. We have recently carried out such
a trial but to date have only reported results that comment on the efficiency
benefits of our dynamic critiquing approach (and its extensions) in terms of rec-
ommendation cycles. The key contribution of this paper is the cognitive analysis
of this data to determine whether or not dynamic compound critiques place an
unacceptable burden on the user in terms of their cognitive load.

4 Evaluation

We are especially interested in the response time of users utilizing the compound
critiques in our system as a measure of feature interaction level cognitive load.
Firstly, we report on the average overall session time and corresponding session
lengths for low and high frequency compound critique users. We wish to see if
high frequency users suffer from longer session times, therefore telling us if there
is a cognitive load trade off by having a shorter number of conversational cycles.
Then we look at a break down of the low and high frequency users’ time results
for both unit and compound critiques. This should give us some insight into
how low and high frequency compound critique users differ in how they use the
system with respect to cognitive time involved at the feature-interaction level.

4.1 Setup

Users for our trial were made up of both undergraduate and postgraduate stu-
dents from the School of Computer Science and Informatics at University College
Dublin. The participants were asked to use our Digital Camera recommender sys-
tem (see Figure 1) during December 2004. They were asked to use the system
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as if they were purchasing a new digital camera and they were presented with a
very brief introductory tutorial to explain the interface and the different forms
of feedback. In total 45 different users led to 55 unique recommendation sessions,
which were closely monitored and logged. The average overall session length was
just over 21 cycles with an average total elapsed time of just over 105 seconds.
In addition, users tended to select compound critiques in about 26% of their
cycles and unit critiques in the remaining cycles; these application frequencies
are similar to those previously reported [8, 9].

Fig. 3. Cognitive time with efficiency results.

4.2 Results

To assess the relative impact of unit and compound critiques we divided the
sessions into two equal groups: low frequency sessions included all those sessions
whose compound critique application frequency was less than the median fre-
quency, with high frequency sessions making up the remainder. On average users
with low frequency sessions applied compound critiques only about 7% of the
time compared to 43% of the time for high frequency users. Next we computed
the average session length and time for these low and high frequency sessions.
The results are presented in Figure 3 and clearly indicate an advantage to the
high frequency sessions, which are seen to have 71% fewer cycles per session (10
vs. 34) and be 28% shorter in time (88.7 seconds vs. 123.8 seconds per session)
when compared to the low frequency sessions. In other words, when users availed
of compound critiques more frequently they benefited from fewer recommenda-
tion cycles and shorter recommendation session durations.

By looking at the timing of individual cycles within a session it was possible
to gain an understanding of how long it took users to interpret and select between
unit and compound critiques – the cognitive load at a feature interaction level.
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To do this we compared the average time a user took during a cycle where a
unit critique was selected, to the average time taken when a compound critique
was selected. In Figure 4 we see that over all sessions, the average time for
unit critique cycles is 3.99 seconds, compared to 11.75 seconds for cycles where
compound critiques are chosen. This is consistent with the notion that compound
critiques are likely to be more time consuming to interpret than the less complex
unit critiques; typically, a compound critique is made up of about 3 separate unit
critiques and we see here that cycles where compound critiques are selected are
almost 3 times as long as unit critique cycles.

Fig. 4. Unit and compound critiques cognitive time results.

However, this is not the complete picture. In Figure 4 we also show the
average time for unit and compound critique cycles within the low frequency
and high frequency sessions. The low frequency results are similar to the overall
results with unit critique cycles taking about 4 seconds and compound critique
cycles taking about 13 seconds. However, the high frequency cycles are very
different with unit critique cycles taking over 14 seconds. In fact they are more
time consuming than the cycles where compound critiques are chosen. This can
be explained by a fundamental difference in the behaviour of low frequency
and high frequency users. Remember that the former had an average compound
critique application frequency of only 7% (compared to more than 40% for the
latter). The application data suggests that the low frequency users were very
rarely selecting compound critiques and the timing data indicates that when
they were selecting unit critiques they were doing so without due consideration
of the compound critique options that were available; this is useful because it
suggests that the average unit critique time is indicative of just the time taken to
interpret unit critiques. In contrast, the average cycle time for the high frequency
users is roughly the same regardless of whether a unit critique or a compound
critique is finally chosen. This indicates that these users were at least giving
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consideration to both unit and compound critiques during each cycle, and so
even when a unit critique was chosen they were still taking the time to reflect
on the compound critique options.

5 Conclusions

This paper has described the results of a recent live-user trial to evaluate the rel-
ative cognitive load merits of unit and compound critiquing in a conversational
recommender system. For the first time we have focused not only on the number
of cycles in a recommendation session, but also on the elapsed response time as
a measure of cognitive load. Because of this we have been able to gain a better
understanding of key differences in the way that users interact with a critiquing-
based recommender system. We have clarified that there is a significant increase
in the cognitive load associated with the use of compound critiques, when com-
pared to users who focused almost exclusively on unit critiques. However this
additional cognitive investment is worthwhile because it translates into sessions
that are shorter, both in terms of their elapsed time (28% reduction) and their
number of cycles (71% reduction).

It is also interesting to note how users use the system. The low frequency com-
pound critique users very rarely utilize the compound critiques (only about 7%
of the time). However, when they did take the time to use them, they responded
in almost exactly the same time as the high frequency users for compound cri-
tiques. This shows us that the results show a consistent cognitive load across
both groups of users for compound critiques. If we also look at the cognitive
load times for unit critiques we see there is a huge difference, and as mentioned,
this can be attributed to the fact that low frequency users are not even consid-
ering the compound critiques on offer.

The results reported in this paper tell us that even if there is a larger cognitive
load at the feature interaction level, associated with cycles where compound
critiques are considered, the end result is that the cognitive increase is still
outweighed by the recommendation cycle reduction possible. Users will find the
product they are looking for more quickly and more efficiently with less overall
cognitive effort and time consumed if they utilize compound critiques.

As a future work discussion, if we refer again to the screenshot shown in
Figure 1, we can see that the unit critiques are placed right beside the feature
values. When a user is considering a unit critique they can see the feature value
they will be critiquing. It is inherently more difficult for a user to understand
a compound critique as the user does not have the benefit of being able to
see the feature values beside the unit critiques that make up the compound
critique. Also it is a well-known fact in interface design that if toolbar icons, or
in our case the unit critiques, do not change position or value from interaction
to interaction, that the user will come to subconsciously know that they are
available. This learning ability is not available to the compound critiques as they
are generated dynamically during each cycle of the recommendation process. It
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would be interesting to consider how these factors affect the cognitive load results
presented here. However such an evaluation is beyond the scope of this paper.
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Abstract. In conversational collaborative recommender systems, user
feedback influences the recommendations. We summarise the seminal
work in this field [5] and make precise a variant in which the likes and
dislikes of other users in the system are distinguished when matching
against the active user’s short-term positive and negative profiles. But
the major innovation that we report is our mechanism for enhancing the
diversity of the recommendations made by collaborative recommenders.
Significantly, we increase diversity using collaborative data only. In our
experiments with diversity-enhanced recommendations, users find target
items in many fewer recommendation cycles.

1 Introduction

Recommender systems suggest products, services or information sources to their
users. They differ in the way they find the items they recommend:

Content-based systems: The system stores a description of each available
item. A user describes the item that she wants as a query or she describes
the kinds of items that she likes as entries in a user profile. The system
compares the user’s descriptions against the store of item descriptions and
recommends items that match.

Collaborative systems: Item descriptions are not used. A user’s profile stores
user opinions against item identifiers. The system compares other users with
the active user and recommends items that were liked by users whose profiles
are similar to the active user’s profile.

Recommender systems differ also by the extent to which they engage in dialogue
with the user:

Single-shot systems: In response to a user request (and, where appropriate,
submission of a user query), the system delivers a set of recommendations
to the user. Each request is treated independently of previous ones.

Conversational systems: Users elaborate their requirements over the course
of an extended dialogue. On receiving a set of recommendations, the user
might refine her query; or she might supply feedback on the recommended
items. Her feedback influences the next set of recommendations.
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Table 1. A ratings matrix

Ann Bob Col Deb Edd Flo

Cape Fear ⊥ ⊥ 3 5 5 5

Naked Gun 3 2 ⊥ 2 4 ⊥
Aliens ⊥ 5 ⊥ ⊥ 2 4

Taxi Driver ⊥ ⊥ 3 4 3 ⊥

Conversational systems can more easily adapt their recommendations to the
user’s short-term interests. By dint of mood changes or other special circum-
stances, short-term interests may not coincide with long-term interests.

There is a mature body of research on conversational content-based systems,
but research into collaborative systems has focused on single-shot recommenders.
The work of Rafter & Smyth [5] is a recent exception. In Sects. 3, 4 and 5, we
describe conversational collaborative recommenders of increasing sophistication,
starting from the one in [5]. The results of an empirical comparison are reported
in Sect. 6. But first, in Sect. 2, we summarise the operation of collaborative
recommenders.

2 Collaborative Recommenders

In a collaborative recommender, given m items, I = {i : 1 . . .m}, and n users,
U = {u : 1 . . . n}, preferences are represented using a m × n matrix of ratings
ri,u. Note that it is possible and common that ri,u = ⊥, signalling that the user
has not yet rated that item. An example of a ratings matrix for movies is shown
as Table 1. Each column in the matrix is a user’s long-term profile. We will write
uLT for the item identifiers that have non-⊥ ratings in user u’s long-term profile.
For example, BobLT = {Naked Gun,Aliens}.

There are many ways of building collaborative recommenders. Here we de-
scribe just the one we have implemented; for details, see [2]:

– The similarity wua,u between the active user ua and each other user, u 6= ua,
is computed using Pearson Correlation, correl(ua, u), over their co-rated
items, devalued in the case of users who have co-rated fewer than 50 items
by a significance weight. For later parts of this paper, it is important to ap-
preciate that correl(ua, u) and hence wua,u can be positive, zero or negative.

– Next, the nearest neighbours of ua are selected, i.e. the N (in our case, 20)
other users u for whom wua,u is highest.

– For each item i that has not been rated by ua but has been rated by at least
one of the neighbours, ua’s rating for i is predicted, pi,ua , essentially as a
weighted average of the neighbours’ ratings for item i.

– These items are then sorted into descending order of pi,ua . This is the order
in which items will be recommended. For example, if in a single-shot system
we want to recommend three items, then the first three items in this sorted
list are selected.
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3 The RS-CCR+ and RS-CCR± Systems

RS-CCR+ and RS-CCR± are our designations of the very basic conversational
collaborative recommender systems described in [5]. Note, however, that the
system with which Rafter & Smyth do their experiments is closer to the one
we describe in the next section (B.Smyth, personal communication 2005). In
all these systems, the active user has a long-term profile (based on a column
in the ratings matrix), uLT

a , as do all other users. But, for the duration of her
interaction with the system, the active user also has two short-term profiles,
uST+

a and uST−

a .
Initially, the short-term profiles are empty and the first set of k (typically,

three) recommendations is made in the fashion described in Sect. 2. At this
point, and indeed whenever the system recommends items to the user, the system
solicits user feedback. The user’s feedback takes one of two forms:

– She can indicate which recommended item best matches her short-term in-
terests. If she does, the selected item’s identifier is added to her short-term
positive profile, uST+

a . Nothing is done with the other items.
– She can indicate that none of the recommended items adequately meets her

short-term interests. If she does, the identifiers of all the recommended items
are added to her short-term negative profile, uST−

a .

The system then recommends another set of items. New recommendations never
repeat ones made previously in this dialogue. But, additionally, through the way
it computes user similarity, the system attempts to steer new recommendations
towards the kind of items in uST+

a and away from the kind of items in uST−

a ;
see below for details. This recommendation-feedback cycle continues until either
the user finds an item she wishes to consume, she abandons the dialogue having
found no such item, or the system can make no fresh recommendations.

It remains to say how uST+

a and uST−

a influence subsequent recommendations.
When finding neighbours, users whose long-term profiles contain items in the
active user’s short-term profiles will receive a boost:

– In RS-CCR+, the more a user’s long-term profile overlaps with the active
user’s short-term positive profile, the greater the boost:

wua,u =def correl(ua, u)× overlap(uST+

a , uLT ) (1)

– In RS-CCR±, overlaps with the active user’s short-term positive and negative
profiles are combined by H, the harmonic mean:

wua,u =def correl(ua, u)×H(overlap(uST+

a , uLT ), overlap(uST−

a , uLT )) (2)

Given that uST+

a , uST−

a and uLT are simply sets of item identifiers, the overlap
function is defined as the size of the intersection of its two arguments (R.Rafter,
personal communication 2004). If either intersection is empty, as they quite
commonly will be, then in Equations (1) and (2) correl(ua, u) will be multiplied
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by zero, making wua,u also zero. This is undesirable. Hence, Rafter & Smyth
do not use the overlap when it is zero (B.Smyth, personal communication 2005)
and, with the same effect, in our implementations of RS-CCR+ and RS-CCR±

we use the following:

overlap(A,B) =def max(1, |A ∩B|) (3)

which defaults to 1 when the intersection is empty. (Other definitions are possible
without making any major difference to the results, e.g. 1 + |A ∩B|.)

4 The CCR+ and CCR± Systems

The idea in conversational collaborative recommending is that the selection of
nearest neighbours is “. . . directed towards users that have liked the items in the
target user’s [short-term positive profile], and towards users that have disliked
items in the target user’s [short-term negative profile].” [5, p.152] However, in
the systems we have described in Sect. 3 the items in the active user’s short-
term positive profile uST+

a are compared with all the items in the other user’s
long-term profile uLT , irrespective of whether the other user liked them or not.
Similarly, items in uST−

a are compared with the whole of uLT , rather than just
those members of uLT that u disliked.

To remove this weakness, the systems that we designate CCR+ and CCR±

partition uLT into two: the likes and the dislikes. The likes (the long-term positive
profile) we denote by uLT+

and this set is compared with uST+

a . The dislikes (the
long-term negative profile) we denote by uLT− and this set is compared with
uST−

a . For example, in the MovieLens dataset, whose rating scale is 1–5, uLT+

contains items rated 3 or above; uLT− contains items rated below 3. Before we
give the new definitions of wua,u, there is another issue to resolve.

Recall that correl(ua, u) can be negative. On occasion, there may be so few
positively correlated neighbours that negatively correlated users are among those
with the highest values for correl(ua, u). When this is the case, Equations (1)
and (2) will multiply this negative number by the overlap, which is positive. Far
from boosting the similarity of a user with high overlap, the resulting value for
wua,u will be a negative number of greater magnitude and so the user will be less
likely to be a neighbour. To obtain proper boosting behaviour, we have chosen
to add overlap values to correl(ua, u). (We tried some better-motivated schemes,
but they worked less well.)

Taking both the above ideas into account, we define wua,u as follows:

– In CCR+:

wua,u =def correl(ua, u) + overlap(uST+

a , uLT+
) (4)

– In CCR±:

wua,u =def correl(ua, u) + overlap(uST+

a , uLT+
) + overlap(uST−

a , uLT−) (5)
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Rafter & Smyth have also addressed the two issues we have discussed in this
section (B.Smyth, personal communication 2005). Like us, they partition uLT

into likes and dislikes, comparing the former with uST+

a and the latter with uST−

a .
Their way of overcoming the problem of negative values of correl(ua, u) is to
exclude such users u from the set of neighbours. We chose our approach because
excluding negatively correlated users will (slightly) narrow the set of items that
may be recommended and we felt that this was undesirable given that the goal
of the system is to make recommendations that do not necessarily reflect the
user’s normal long-term interests. However, we suspect that this difference of
detail results in only marginal differences in recommendations.

In any case, CCR+ and CCR± perform only slightly better than RS-CCR+

and RS-CCR±(see Sect. 6). A more radical innovation is needed.

5 The CCR+-Div and CCR±-Div Systems

This section introduces the CCR+-Div(b, k) and CCR±-Div(b, k) systems. In
their names, Div indicates a concern for the diversity of recommendations; b and
k are parameters, which are explained below.

For content-based recommender systems, the argument has been convincingly
made that items should be selected for diversity (relative to each other) as well
as similarity (to the query or the user’s profile) [7]. Too much similarity between
the recommended items (e.g. three Woody Allen movies) can be undesirable.
But, when recommendations are diverse, if the user is not satisfied with the
most highly recommended item, for example, the chances of her being satisfied
with one of the alternative recommendations is increased.

There is a body of research that addresses diversity for content-based rec-
ommenders, e.g. [7, 1, 4]. It is only now that we are seeing the first work that
attempts to improve the diversity of the items recommended by collaborative rec-
ommenders. Specifically, apart from our own work, we are aware only of Ziegler’s
work on book recommendations [8]. Neglect of diversity may be because collabo-
rative recommenders can provide serendipitous recommendations [2]. Serendip-
itous recommendations are pleasing recommendations for unexpected items; on
occasion, they may increase diversity. However, we hypothesise that a more direct
concern for diversity may be important, especially in conversational collabora-
tive systems.

To investigate this, we implemented the Bounded Greedy selection algorithm
(henceforth BG) from [7]. To recommend k items, BG finds bk items. In [7], these
are the bk items that are most similar to the query (content-based recommend-
ing). Here, they are the bk items with the highest prediction values pi,ua

(where
neighbours are computed by the CCR+ or CCR± systems). From these bk items,
BG selects k to recommend to the user. It selects the k in a greedy fashion, based
on ones selected so far; see Algorithm 1.

In the algorithm, the quality of item i relative to the result set so far R is
defined as follows:

Quality(i, R) =def (1− α)× pi,ua
+ α× RelDiv(i, R) (6)
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Algorithm 1 The Bounded Greedy selection algorithm. Adapted from [7].
Candidates ← bk items recommended by CCR+ (or CCR±)
R← {}
for j ← 1 to k do

best ← the i ∈ Candidates for which Quality(i, R) is highest
insert best into R
remove best from Candidates

end for
return R

α is a factor that allows the importance of the predicted rating and diversity to
be changed; we use α = 0.5. Diversity relative to the result set so far is defined
as the average distance between i and the items already inserted into R:

RelDiv(i, R) =def

{
1 if R = {}P

j∈R dist(i,j)

|R| otherwise
(7)

This leaves the issue of how to measure distance between items in Equa-
tion (7). In [7], the distance between items is the inverse of the content-based
similarity. If item descriptions are available, the same approach can be used to
enhance the diversity of collaborative recommendations. Ziegler, for example,
uses taxonomic knowledge in his system [8]. But we choose to proceed on the
assumption that item descriptions are not available. We enhance diversity using
a measure of distance that is calculated using collaborative data only.

The intuition behind our approach to distance is that the community of users
who have rated item i have a certain set of tastes. The more the membership of
the community who rated item i differs from the membership of the community
who rated item j, the more likely i and j satisfy different tastes and are different
kinds of items.

In detail, then, we compute dist(i, j) as follows:

– CCR+(or CCR±) will already have found ua’s N nearest neighbours.
– For both i and j, we create bit vectors I and J of length N . Digit d in vector

I is set if neighbour d has a non-⊥ rating for item i; similarly for bits in J .
– dist(i, j) is computed as the Hamming distance between I and J , i.e. a count

of the number of positions in which their bits differ.

Fig. 1 illustrates this process; it shows Naked Gun to be more different from
Cape Fear than Taxi Driver is. In the figure, we take N , the number of nearest
neighbours, to be 3, and we assume these are Ann, Col and Deb. We take their
ratings from Table 1 and set bits to show who rated what.

There are other ways of computing distances between items, even using just
collaborative data. We mention two alternatives and defend our own choice:

– We could compute the (inverse of) Pearson correlation between rows in the
ratings matrix, Table 1. Some collaborative recommenders work on this ba-
sis, e.g. [6]. An advantage would be that item-item (dis-)similarities could

34



Ann Col Deb

Cape Fear 0 1 1

Naked Gun 1 0 1

↘ ↓ ↙
Hamming distance: 2

Ann Col Deb

Cape Fear 0 1 1

Taxi Driver 0 1 1

↘ ↓ ↙
Hamming distance: 0

Fig. 1. Hamming distances.

then be computed in advance and cached, needing recalculation only when a
new rating arrives. However, our approach restricts attention to the nearest
neighbours (which are not known until recommendation time), making item
distances sensitive to the active user’s long- and short-term preferences.

– Even so, with attention restricted to the nearest neighbours, we could still
have used (inverse) Pearson correlation, instead of Hamming distance. The
former has the advantage of being sensitive to the actual ratings (the numeric
values). However, the BG algorithm requires a very large number of distances
to be computed.1 Hamming distance proves effective (see the next section)
while being cheaper to compute.

6 Empirical Evaluation

We adopt Rafter’s & Smyth’s methodology [5], but our datasets differ. They
select the 2100 largest user profiles from the ‘1 Million MovieLens Dataset’; the
average profile size for the 2100 users is 355 ratings. We use the entire ‘100K
MovieLens Dataset’, which contains profiles for 943 users; the average profile
size is 106 ratings, which we think is more realistic.2

One hundred user profiles are selected at random and removed from the
dataset. Each of these will act in turn as an (artificial) active user. The item
that the user is seeking is obtained through the leave-one-out methodology, i.e.
given the active user’s long-term profile, each item in turn is withheld and treated
as the target item. Sets of 3 recommendations are made to the user until either
the target item is one of the recommended items, there have been 100 recom-
mendation cycles, or no further recommendations can be made to this user,
whichever comes soonest. If the target item is recommended within 100 cycles,
the number of items recommended is recorded. Results are subjected to 3-fold
cross-validation, with a different 100 active users in each fold.

In each recommendation cycle, the (artificial) user’s feedback needs to be
simulated. For each movie, the MovieLens datasets record a set of genres, which
allows a simple-minded content-based approach. If the target item’s set of genres
is Gt and a recommended item’s set of genres is Gr, we compute |Gt∩Gr|

|Gt∪Gr| . If all
recommended items score zero, then none is taken to match the user’s short-term

1 (2b(k−1)−k−1)k
2

of them, in fact, for each set of k recommendations!
2 We are grateful to the GroupLens project team for making their data available.
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interests, so all the items are inserted into uST−

a ; otherwise, the highest-scoring
item (with random tie-breaking) is taken to match the user’s short term-interests,
so this item is inserted into uST+

a and nothing is done with the others.

Fig. 2a shows, as a percentage of 34759 dialogues, how often the target item
was found. In addition to RS-CCR+, RS-CCR±, CCR+, CCR±, CCR+-Div(3,
15) and CCR±-Div(3, 15), we show the results for SS-CR, a single-shot recom-
mender (Sect. 2). We regard SS-CR as successful if the target item is among all
the possible recommendations it can make to the active user. The other systems
are successful if the target item is recommended within 100 cycles of 3 recom-
mendations each. Unsurprisingly, SS-CR has by far the highest success rate;
encouragingly, the diversity-enhanced systems, CCR+-Div(3, 15) and CCR±-
Div(3, 15), have higher success rates than the others.

Fig. 2b shows, for each system’s successful trials, how many items are rec-
ommended, on average, before the system recommends the target item. The
diversity-enhanced systems recommend 20 fewer items than the best of the oth-
ers. However, all the systems recommend, on average, over 100 items before
they reach the target. This would clearly not be acceptable in practice. In de-
fence, we note that the experimental methodology is severe: real users might
be satisfied with any one of a set of items, whereas in the experiments there is
a single target item each time. Furthermore, the simulated user feedback is so
crude that it can sidetrack the conversational recommenders, making them on
occasion uncompetitive even with the single-shot system.

Figs. 2c and 2d compare each system with SS-CR (when both are successful).
We see (Fig 2c) that the diversity-enhanced systems make fewer recommenda-
tions than SS-CR nearly 80% of the time; the other systems are competitive with
SS-CR less than 40% of the time. Then in Fig. 2d we show winning and losing
margins. The figure shows, for example, that, when RS-CCR± wins against SS-
CR, it makes on average 52 fewer recommendations and, when RS-CCR± loses
against SS-CR, it makes on average 40 more recommendations. By this measure,
RS-CCR± and RS-CCR+ win by most when they win, but they also lose by most
when they lose.

Fig. 2e compares the diversity-enhanced systems (with different values for b)
with systems that choose k products at random from the bk products that have
the highest predicted ratings (designated CCR+-Rnd(b, k) and CCR±-Rnd(b,
k)). This allows us to see that our diversity-enhancement mechanism is making
a systematic improvement. We also note that higher values of b have the greatest
advantage.

Finally, in Fig. 2f, we compute for each system the average diversity (all-pairs
distance) of each set of items it recommends, averaged over all such sets. CCR+-
Div(b, k) and CCR±-Div(b, k) have the best values but, of course, this has to be
taken with a pinch of salt, because it evaluates these two systems with exactly
the measure that they seek algorithmically to maximise! All the values may seem
low but this is a facet of the averaging; some of the individual recommendation
sets may be quite diverse.
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Fig. 2a. Success rates Fig. 2b. Avg. no. of recommendations

Fig. 2c. % Wins over SS-CR/Ties with SS-CR Fig. 2d. Winning and losing margins

Fig. 2e. Avg. no. of recommendations Fig. 2f. Avg. diversity of recommendations

Fig. 2. Empirical results
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7 Conclusions

Building on the seminal work reported in [5], we have developed a number of con-
versational collaborative recommender systems. In all these systems, the selec-
tion of neighbours is guided by overlap with the active user’s short-term positive
and negative profiles. In CCR+-Div(b, k) and CCR±-Div(b, k), we introduce for
the first time an explicit mechanism that uses collaborative data only to enhance
the diversity of recommendations made by (conversational) collaborative recom-
mender systems. Experimental results are hugely improved, and we show that
our diversity mechanism makes a systematic difference over a random selection.

Conversational collaborative recommenders are a new line of research, and
enhancing the diversity of their recommendations is a new departure too. Future
work could include: seeking better-motivated ways of boosting similarity; and
more systematic investigation of good values for α, b and k; We would like to see
an empirical comparison of different ways of computing item distance (some of
which were mentioned in Sect. 5). It would be particularly interesting to compare
approaches that use purely collaborative data with those that use content-based
data. We would also like to investigate the role of diversity over the course of
the dialogue. Diversity can be helpful in early cycles, when the user is exploring
the space and making her short-term interests known; but in later cycles, when
the user is homing in on a suitable item, diversity may be less appropriate [3].
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Abstract. This paper describes a computational model of how people
make complex probability judgments by combining simpler judgments
using the logical operations of conjunction (AND) and disjunction (OR).
This model explains the occurrence of a reliable error in people’s judg-
ments of conjunction probability (the conjunction fallacy, where a con-
junction A AND B is judged more likely than one of its constituents A
or B) and in their judgement if disjunction probability (the disjunction
fallacy, where a disjunction A OR B is judged less likely than one of
its constituents A or B). Two experiments tested this model by asking
people to judge the likelihood of different everyday weather events and
the likelihood of conjunctions and disjunctions of those events. In both
experiments the model was able to accurately predict the occurrence of
these fallacies in both conjunctions and disjunctions. The approach to
conjunction and disjunction implemented in this model may provide a
useful tool for AI models of reasoning under uncertainty, allowing them
to combine probabilities in a way that reflects human reasoning.

1 Introduction

The ability to reason under uncertainty (that is, to reason about probable, rather
than certain, conclusions) is a central part of human thinking. Such reasoning
can be seen in the most commonplace examples of everyday thought (“What’s
the likelihood of rain today? Should I bring an umbrella?”) and in the most
challenging and important areas of reasoning (“What’s the probability that this
patient is suffering from pneumothorax? Should I operate immediately?”: pneu-
mothorax occurs when a section of lung tissue gives way allowing air into the
chest, and requires immediate insertion of a tube into the ribcage to evacuate
air). In this paper I describe a simple computational model that aims to de-
scribe how people reason with probabilities. This model is specifically intended
to explain how people put probability judgments together in conjunctions (how
people AND probabilities) and in disjunctions (how people OR probabilities).
This model should be useful for AI reasoning systems intended to mimic human
reasoning about conjunctions and disjunctions. This model should also be useful
for systems intended to spot possible errors in human reasoning: the model is
designed to explain some common errors that people make in their judgements
of conjunctive and disjunctive probability.
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A fundamental rule of probability is that a conjunction of two events A AND
B cannot be more probable than either of its constituent events. This rule is an
unavoidable consequence of the fact that, for A AND B to happen, A has to
happen and B has to happen. This requirement is so straightfoward and so
obvious that we would expect people to follow this rule in their judgements of
conjunctive probabities. However, in a influential paper looking at how people
carried out the operation of conjunction (the AND operation) for judgments
of probability, Tversky and Kahnemann [1] found that for some conjunctions
people reliably deviate from this rule, judging a conjunction to be more likely
than one or other of its constituents (committing a ‘conjunction fallacy’). This
conjunction fallacy has been confirmed in a number of studies [2, 3].

The standard approach to conjunction assumes that the probability of a
conjunction A AND B is computed by first obtaining the probability of A and the
probability of B, and then combining those two probabilities using some function.
To account for the conjunction fallacy we need to provide a function which
will respond differently to different conjunctions, giving some conjunctions a
lower probability than their constituents, but giving other conjunctions a higher
probability than one or both constituents. A number of researchers, particularly
in the area of fuzzy logic, have proposed various conjunctive functions, such as
Product, Average, Sum, or Minimum (see [4, 5]). However, none of these can
respond in different ways to different conjunctions.

In this paper I propose a simple model of conjunctive probability which can
respond in different ways to different conjunctions, in some cases producing
correct conjunction responses and in other cases producing conjunction fallacy
responses. This model is an extension of standard probability theory. I first de-
scribe this model and its account for the conjunction fallacy. I then describe
two experiments testing this model by comparing with people’s judgements of
probability in an everyday domain: that of estimating the likelihood of different
types of weather. In these experiments I assess the model’s ability to account for
the occurence of the conjunction fallacy in people’s responses. I also examine the
occurrence of disjunction fallacy responses in these experiments. A disjunction
fallacy arises whenever people judge a disjunction A OR B to be less probable
than any of its constituents A or B. In both experiments, the model was able
to accurately predict both the occurrence of the conjunction fallacy and the dis-
junction fallacy in people’s responses. The model seems to give a simple unified
account for both these characteristic errors in people’s probabilistic reasoning.

1.1 AND, OR, and NOT in probability theory

Perhaps the simplest way to produce a continuous-valued logic for people’s judg-
ments of likelihood is to use standard probability theory equations for ANDing
and ORing independent probabilities: equations 1, 2, and 3.

P (NOT A) = 1− P (A), (1)

P (A AND B) = P (A)× P (B), (2)
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P (A OR B) = 1− P (NOT A)× P (NOT B). (3)

These equations assume that the probability of a given event A occurring
falls in a range from 0 (certain not to happen) up to 1 (certain to happen).
The probability of A not occurring is then simply 1 minus the probability of A
occurring. The probability of both A and B occurring is simply the product of
the probabilities of A and B. Finally, the probability of A or B occurring is 1
minus the probability of not A occurring and not B occurring.

These equations make sense as a logic for graded probability. A problem,
however, is that the product function representing AND (Equation 2) is un-
able to account for conjunction fallacy responses. With constituent probabilities
limited to the range from 0 to 1, this product function always produces the
same relationship between conjunctive probability and constituent probabilities:
a ‘less than’ relationship where the probability of a conjunction is always less
than or equal to the probability of both constituents of that conjunction. In the
next section I describe a simple extension that allows the production of various
different relationships between conjunctive and constituent probabilities.

1.2 Relationships between constituent and conjunction probabilities

The product function for conjunction will always produce conjunction likelihood
ratings that are less than constituent ratings, as long as we assume that like-
lihood ratings (like probabilities) are limited to the range 0 to 1. Interestingly,
however, if we allow ratings scores to move above 1, the product function will
produce three different relations between constituent likelihood values and con-
junctive values. If the values for both constituents A AND B are below one, the
conjunctive value (A × B) is lower than both. If one value is above 1 and the
other is below 1, however, the conjunctive value A × B will fall between both
values (if A = 0.9 and B = 1.1, A × B = 0.99, higher than A but lower than
B). Finally, if both constituent scores are above 1, the conjunctive score will be
higher than both values (if A = 1.1 and B = 1.2, A × B = 1.32, higher than
both).

This observation leads to a new proposal as to why people sometimes produce
the conjunction fallacy in judgments of likelihood: they are making use of the
product function for forming conjunctions of constituent judgments, but some
of those constituent judgments are higher than 1. In any conjunction where one
or both constituent have likelihood judgments greater than 1, the conjunction
fallacy will occur. The following equations formalise this idea in an ‘offset’ ver-
sion of the standard probabilistic logic. This ‘offset’ model makes a distinction
between people’s probability judgments and their responses, and assumes that
their responses are offset so that some fall above 1 and others below 1.

R(A) = P (A) + s, (4)

R(NOT A) = P (NOT A) + s, (5)

R(A AND B) = R(A)×R(B), (6)
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R(A OR B) = 1−R(NOT A)×R(NOT B). (7)

In these equations, the likelihood judgment for item A is equal to the proba-
bility of that item plus a offset factor s. This offset factor moves some likelihood
judgments over the 1 boundary. Similarly, the likelihood judgment for NOTA
is the probability of NOTA, offset by the factor s. Importantly for the current
proposal, the likelihood judgment for a conjunction A AND B is simply equal
to the product of the offset likelihood judgments for A and B. In some cases one
of these constituent judgments will will be above 1, producing conjunction fal-
lacy responses. Finally, the likelihood judgment for a disjunction will be as in the
standard probability approach, but making use of the offset likelihood judgments
for NOTA and NOTB, rather than the standard probability judgments.

In the next section I describe an experiment which tests this ‘offset’ model
in two ways. This experiment first examines the extent to which the equation
for AND (Equation 6) above can account for people’s pattern of response for
conjunctive judgments, and for the occurrence of conjunction fallacy responses.
Next, the experiment examines the extent to which the derived equation for OR
(Equation 7) can account for people’s pattern of response disjunctive likelihood
judgments and for the occurence of any disjunction fallacy responses.

2 Experiment 1

This experiment asked participants to rate the likelihood of various different
single weather events (‘cold’, ‘sunny’,‘windy’) and different conjunctions and
disjunctions (‘cold and windy’, ‘cold or windy’) of those events. Weather events
were used because people frequently need to assess the likelihood of such events in
their everyday lives (deciding whether they need a coat when going out, whether
they should bring sunglasses, and so on), and so the assessment of likelihood in
the experiment should be a natural task for participants to carry out.

The aim in this experiment was to examine the relationships that can hold
between people’s judgments of likelihood for complex weather events (conjunc-
tions and disjunctions) and their judgments of likelihood for the constituents of
those complex events. Three different relationships were examined: the complex
event being more likely than both constituent events (a ‘max’ response); the
complex event being more likely than one constituent event, but less likely than
the other (a ‘mid’ response); and the complex event being judged less likely than
both constituents (a ‘min’ response). The experiment compares the frequency
of these different types of response for conjunctions and disjunctions with the
occurrence of these responses as predicted by the ‘offset’ model.

2.1 Materials and procedure

Twenty-four familiar types of weather event were selected and formed into 12
pairs. For each pair, a conjunctive event was generated by ANDing the two con-
stituents and a disjunctive event was generated by ORing the constituents (see
Table 1 below for a full list). These 24 single events and 24 complex events (12
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conjunctions and 12 disjunctions) were printed two per page in a questionnaire
given to participants. Events were in a different random order in each question-
naire. Each event was accompanied by a a request to the participant to ‘rate the
following statement on the corresponding scale according to the likelihood with
which you believe the weather type may occur many times in Ireland over the
year’. This request was followed by a 7-point rating scale going from ‘highly un-
likely’ (-3) to ‘highly likely’(+3). The cover page of this questionnaire contained
two worked examples using different weather events to demonstrate the task. A
total of 16 participants were given these questionnaires, which took between 20
and 40 minutes to complete.1

2.2 Results

To examine the occurrence of ‘max’, ‘mid’ and ‘min’ responses for conjunctions in
the experiment, each participant’s conjunction and constituent likelihood judg-
ments were individually compared. In total there were 192 distinct conjunction
likelihood judgments in the experiment (16 participants × 12 conjunctions). The
most frequent pattern across these judgments was a logically correct ‘conjunc-
tion less than constituents’ (‘conjunction min’) response, which occured in 113
cases (59% of the total). The two other fallacious response types were rarer:
a ‘conjunction mid’ response was given in 38 cases (20%) , and a ‘conjunction
max’ response in 34 cases (18%), giving a total of 72 cases (38%) of fallacious
responses overall. In the remaining 3% of cases the conjunction likelihood was
equal to both constituent likelihoods: all three likelihood rating were the same.

A similar count of ‘max’, ‘mid’ and ‘min’ responses for disjunctions in the
experiment was also carried out. The logically correct ‘disjunction max’ response
occured in 75 cases (39%). The fallacious ‘disjunction mid’ and ‘disjunction min’
responses occured in 72 cases (38%) and 35 cases (18%) respectively, giving a
total of 107 (56%) cases in which people made fallacious judgments. In the
remaining 5% of cases all three likelihood rating were the same.

2.3 Comparison with the offset model

The 7-point likelihood rating scale used by participants in the experiment went
from ‘highly unlikely’ (−3) to ‘highly likely’(+3). To apply the offset model
to this data, the average likelihood ratings produced for participants for single
weather events were first transformed so they fell onto the 0 to 1 range for
probabilities. This transformation was carried out by simply increasing each
rating value by 3 and then dividing by 6. Under this transformation −3 (the
lowest point on the rating scale, marked ‘highly unlikely’, became ((−3)+3)/6 =
0, and +3 (the highest point on the rating scale, marked ‘highly likely’, became
((+3) + 3)/6 = 1. After this transformation a value for the offset parameter
s was selected and added to all transformed single-event likelihoods, and these
offset single-event likelihood scores were used as input for the equations for
1 I would like to thank John Phelan for running this experiment.
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Table 1. Response patterns given by at least 50% of participants to conjunctions and
disjunctions in Expt 1, with response patterns computed by offset model.

response patterns for conjunction response patterns for disjunction

conjunction observed computed disjunction observed computed

cold and windy min (correct) min (correct) cold or windy max (correct) max (correct)

frost and drizzle min (correct) min (correct) frost or drizzle

fair and hot min (correct) min (correct) fair or hot mid (fallacy) mid (fallacy)

rain and thunder mid (fallacy) mid (fallacy) rain or thunder mid (fallacy) mid (fallacy)

rough winds and hail rough winds or hail max (correct) max (correct)

warm and humid min (correct) min (correct) warm or humid max (correct) mid (fallacy)

wet and bright min (correct) min (correct) wet or bright

overcast and calm overcast or calm mid (fallacy) mid (fallacy)

showers and sunny min (correct) min (correct) showers or sunny mid (fallacy) mid (fallacy)

sleet and sunshine min (correct) min (correct) sleet or sunshine

gale winds and hazy min (correct) min (correct) gale winds or hazy

icy and cloudy min (correct) min (correct) icy or cloudy

AND (Equation 6) and OR (Equation 7). Using this procedure, the offset model
computed values for each of the 12 event conjunctions which participants rated
in the experiment, and each of the 12 event disjunctions. A conservative offset
parameter value of s = 0.1 was used; this value was considered conservative
because adding this value to all 24 single-event likelihoods resulted the likelihood
of only one event moving above 1.

To compare the model’s predicted responses with those seen in the exper-
iment, I counted the number of participants who gave the response patterns
‘min’, ‘mid’, or ‘max’ for each conjunction and disjunction in the experiment. If
a given response pattern was produced by 50% or more of participants for any
given conjunction or disjunction, that was taken to be the dominant response
pattern for that item. These dominant response patterns from the experimental
data were then compared with the predicted response patterns computed by the
offset model (see Table 1). Note that the blank entries in the response columns in
Table 1 represent cases where there was no dominant response for that conjunc-
tion or disjunction. The model’s responses are not compared with participants’
responses in these cases.

As Table 1 shows, there was a close association between the response patterns
predicted by the model and the dominant response patterns in the experiment.
For example, there were 10 conjunctions for which the response ‘min’ was dom-
inant; the model also produced that response for those conjunctions. There was
one conjunction (‘thunder and rain’) for which the response ‘mid’ was domi-
nant (a conjunction fallacy response, in that the conjunction likelihood is higher
than one of the constituent likelihoods). The model also produced that response
for that conjunction. In total there were 17 cases where there was a dominant
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response for a conjunction or disjuction; in 16 out of that 17 the model pro-
duced the same response (p < .01, binomial). The model thus seemed to be
able to mirror people’s production of both logically correct responses (‘min’ for
conjunctions; ‘max’ for disjunctions) and for both conjunction and disjunction
fallacies (‘mid’ responses in both cases).

To further investigate the aggeement between the model’s computed con-
junction and disjunction scores and participants’ responses in the experiment,
the models scores were compared with the average likelihood scores for conjunc-
tion and disjunctions in the experiment. For disjunctions there was a significant
correlation between observed average likelihoods and those computed from con-
stituent scores by the offset model (r = 0.72, %var = 0.52, p < .01). For conjunc-
tions, however, the correlation was less significant (r = 0.61,%var = 0.37, p <
.05). Given the model’s good account of the occurence of the different sorts of
conjunction and disjunction response patterns in the experiment, these relatively
low correlations are surprising. One possible explanation for these relatively low
correlations comes from the fact that participant’s likelihood judgments for sin-
gle events and for conjunctions and disjunctions in the experiment fall into quite
a narrow range; most single and complex events were judged likely by most par-
ticipants; few events were judged unlikely. To address this possibility the next
experiment repeated the task of the current experiment, but using a set of single
events that were distributed more evenly across the range of different likelihoods.

3 Experiment 2

As before, this experiment asked participants to rate the likelihood of various
different single weather events and the likelihood of conjunctions and disjunc-
tions of those events. In this experiment, single events were selected to have a
range of different likelihoods, from highly unlikely to highly likely.

3.1 Materials and procedure

From the set of 24 single events used in Experiment 1, two sets of 4 single
events were selected so that each set of events included events of a range of
different likelihoods. By combining each single event from one set with every
single event in the other set, a collection of 16 event pairs were constructed. For
each pair, a conjunctive event was generated by ANDing the two constituents and
a disjunctive event was generated by ORing the constituents. There were thus 8
single events, 16 conjunctive complex events, and 16 disjunctive complex events,
used as materials in the experiment. Single and complex events were presented
to experimental participants on a standard web browser. Each participants saw
events in a different random order. The format and instructions used were as in
Experiment 1. 21 participants were given these web-based questionnaires, which
typically took between 20 and 40 minutes to complete.
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Table 2. Response patterns given by at least 50% of participants (or, for fallacious
responses, by the highest proportion of participants) to conjunctions and disjunctions
in Expt 2, with response patterns computed by offset model.2

response patterns for conjunction Response patterns for disjunction

conjunction observed computed disjunction observed computed

rain and cloudy equal (correct) all equal (correct) rain or cloudy equal (correct) all equal (correct)

windy and rain equal (correct) all equal (correct) windy or rain equal (correct) all equal (correct)

rain and sunny min (correct) mid (fallacy) rain or sunny

thunder and raina mid (fallacy) mid (fallacy) thunder or rain

cold and cloudy equal (correct) all equal (correct) cold or cloudy equal (correct) all equal (correct)

windy and cold equal (correct) all equal (correct) windy or cold equal (correct) all equal (correct)

cold and sunny min (correct) min (correct) cold or sunny

thunder and cold min (correct) min (correct) thunder or coldb mid (fallacy) mid (fallacy)

frost and cloudy min (correct) mid (fallacy) frost or cloudy

windy and frost min (correct) mid (fallacy) windy or frost

frost and sunny min (correct) min (correct) frost or sunny max (correct) max (correct)

thunder and frost min (correct) min (correct) thunder or frost max (correct) max (correct)

sleet and cloudy sleet or cloudy

windy and sleeta mid (fallacy) mid (fallacy) windy or sleetb mid (fallacy) mid (fallacy)

sleet and sunny min (correct) min (correct) sleet or sunny max (correct) max (correct)

thunder and sleet min (correct) min (correct) thunder or sleet max (correct) max (correct)

a Fallacious ‘conjunction mid’ response produced by 43% of participants.

b Fallacious ‘disjunction mid’ response producedby 38% or participants.

3.2 Results

As in Experiment 1, each participant’s judgments of likelihood for conjunctions
and disjunctions were examined individually. In total there were 336 distinct
conjunction likelihood judgments in the experiment (21 participants × 16 con-
junctions). The most frequent pattern across these conjunctive judgments was a
logically correct ‘ min’ response, occuring in 173 cases (51%). The two fallacious
response types were rarer: in 64 cases (19%) a ‘mid’ response was given, and
in 36 cases (11%) a ‘max’ response occured, giving a total of 100 (30%) cases
in which people made fallacious judgments. In 63 cases (19%) the conjunction
likelihood was exactly equal to both constituent likelihoods: all three likelihood
rating were the same. Apart from these ‘all equal’ responses, the pattern here
was similar to that seen in Experiment 1 (where logically correct ‘conjunction
min’ responses also dominated).

2 No fallacious response was produced by at least 50% of participants in Experiment
2. To allow comparison with the offset model, the most frequent fallacious responses
for conjunctions and disjunctions are included in this table, even though they were
produced by less than 50% of participants.
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Disjunction responses were also similar to those from Experiment 1 (apart
from an increase in ‘all equal’ responses). The logically correct ‘max’ response
occured in 120 cases (36%). The fallacious ‘mid’ and ‘min’ responses occured
in 66 cases (20%) and 41 cases (12%) respectively, giving a total of 107 (32%)
fallacious judgments. Finally, in 109 cases (32%) an ‘all equal’ response was
returned.

3.3 Comparison with the offset model

As before, to apply the model the average likelihood ratings produced for par-
ticipants for single weather events were transformed onto the range 0 to 1 by
increasing each rating value by 3 and then dividing by 6. A value for the offset
parameter s was selected (a conservative value of 0.06 was used) and added to
all these single-event likelihoods, and these offset single-event likelihood scores
were used as input for the equations for AND and OR (Equations 6 and 7).

In this experiment, unlike in Experiment 1, there was a significant propor-
tion of responses where both constituent event likelihoods and conjunctive or
disjunctive event likelihood were all equal. Since the offset model was computing
conjunctive and disjunctive likelihoods on the basis of average likelihood scores
for constituent events, the model was extremely unlikely to produce a response
in which both offset constituent scores and computed conjunction (or disjunc-
tion) likelihood were all exactly equal. To attempt to account for the ‘all equal’
responses in the experiment, a second parameter was added to the model, a
distance parameter d such that if any likelihoods computed by the model fell
with d of each other, they would be taken to be equal. This distance parameter
would give the model a chance to account for the ‘all equal’ responses seen in
the experiment. A value of d = 0.05 was chosen for this parameter.

To compare the model’s predicted responses with those seen in the Exper-
iment, I counted the number of participants who gave the response patterns
‘min’, ‘mid’, or ‘max’ for each conjunction and disjunction in the experiment. If
a given response pattern was produced by 50% or more of participants for any
given conjunction or disjunction, that was taken to be the dominant response
for that item. There were no cases where a ‘mid’ response was produced by 50%
or more of participants for either a conjunction or a disjunction. Without such
responses there would be no cases of the conjunction fallacy or the disjunction
fallacy against which the model’s predictions could be compared. To avoid this
problem, the conjunctions for which the ‘mid’ response was most frequent, and
the disjunctions for which the ‘mid’ response was most frequent, were also in-
cluded in the set of dominant responses (see Table 2). Again, the blank entries
in the response columns in Table 2 represent cases where there was no domi-
nant response for that conjunction or disjunction. The model’s and participants’
responses are not compared in these cases.

There was a close association between the response patterns predicted by the
model and the dominant response patterns in the experiment. In total there were
25 cases where there was a dominant response for a conjunction or disjunction;
the model produced the same response for 22 out of that 25 (p < .01, binomial).
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The model’s computed scores were compared with the average likelihood scores
for conjunction and disjunctions in the experiment, giving a significant corre-
lation both for conjunctions (r = 0.85,%var = 0.72, p < .01) and disjunctions
(r = 0.92,%var = 0.85, p < .01). In both cases these correlations are higher than
those seen in Experiment 1, and confirm the model’s account for the experimen-
tal data.

4 Conclusions

Both the conjunction fallacy and disjunction fallacy have been used as evidence
that people do not think logically; and indeed, both conjunction fallacy and
disjunction fallacy responses must be seen as logically incorrect. From some per-
spectives, this is very worrying: if even our mental mechanisms for conjunction
and disjunction (two of the simplest possible operations) are not logically con-
sistent and correct, how can we rely on our more complex thought processes?
The offset model of continuous-valued logic described here may address these
concerns. In this model, our mechanisms for both conjunction and disjunction
are logically justifiable and consistent (the equations for AND and for OR are
simply transferred directly from probability theory). Errors in reasoning, such as
conjunction and disjunction fallacies, do not arise because our mental operations
for conjunction or disjunction are illogical. Rather they arise because of ‘offset’
of the inputs to these operations.

This model should be useful for AI reasoning systems in two ways. First,
by making use of the ‘offset’ model for AND, OR and NOT, systems that are
designed to mimic human reasoning in some way (natural-language-processing
systems, for example, or systems which model human-computer interaction) may
be able to give a closer match to people’s responses and judgments. Second,
systems that are designed to advise human users in some way (medical diagnosis
systems, for example, or automated tutoring systems) may, by using this model,
be able to spot situations in which users are likely to be making logical errors
and to point out these errors. Given the simplicity of the ‘offset’ idea, it should
be simple to apply this approach to AI systems in these areas. However, more
work is needed to assess the contribution the ‘offset’ model would make in these
domains.
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Abstract. Two observations about prosodic modulation are made. Firstly,
many prosodic parameters co-vary when speaking style is altered, and
a similar set of variables are affected in particular dysarthrias. Second,
there is a need to span the gap between the phenomenologically sim-
ple space of intentional speech control and the much higher dimensional
space of manifest effects. A novel model of speech production, the Con-
ductor, is proposed which posits a functional subsystem in speech pro-
duction responsible for the sequencing and modulation of relatively in-
variant elements. The ways in which the Conductor can modulate these
elements are limited, as its domain of variation is hypothesized to be a
relatively low-dimensional space. Some known functions of the cortico-
striatal circuits are reviewed and are found to be likely candidates for
implementation of the Conductor, suggesting that the model may be well
grounded in plausible neurophysiology. Other speech production models
which consider the role of the basal ganglia are considered, leading to
some observations about the inextricable linkage of linguistic and motor
elements in speech as actually produced.

1 The Co-Modulation of Some Prosodic Variables

It is a remarkable fact that speakers appear to be able to change many aspects
of their speech collectively, and others not at all. I focus here on those prosodic
variables which are collectively affected by intentional changes to speaking style,
and argue that they are governed by a single modulatory process, the ‘Con-
ductor’. In the following section, the Conductor is independently motivated by
considering the nature of intentional control of complex action. Converging evi-
dence for the Conductor comes from consideration of the role of cortico-striatal
circuits, known to be critical to the online control of action sequences. The Con-
ductor is intended to be a small step towards a biologically plausible account of
speech production [23].

In several studies in which subjects mimic other speakers, both Zetterholm
[36, 37] and Wretling and Eriksson [35, 14] found that mimics were able to pro-
duce reasonable matches to target of such global prosodic parameters as pitch
range, global tempo, and phrase size, while many of the fine details of their
speech, evident at segmental or subsegmental level, were relatively unchanged,
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or changed in ways which were not systematically related to the target. These
global prosodic variables may not be independent of one another.

In my own work, I have found that a similar group of variables are affected
when two people read aloud at the same time. Speakers in Synchronous Speech
experiments have little or no difficulty in reading a prepared text aloud and in
synchrony with a co-speaker [9]. In this paradigm, subjects are allowed to read a
short text through, and are then given a start signal by the experimenter. Typ-
ically, subjects find the task of reading in tight synchrony with another speaker
to be a natural one, and their performance is good from the outset, and does
not improve much with practice [10]. To satisfy the task goals, they modify their
speech rate, inhibit their natural expressive intonation, and produce a rather
‘vanilla’ form of speech which is, presumably, maximally predictable for their
co-speakers. Comparison of speech produced when reading alone and together
with another person reveals that there are no clear differences in the relative
duration of speech elements across the two conditions [11]. The conditions dif-
fer, however, in that temporal variability across speakers is greatly reduced in
the synchronous condition for macroscopic intervals, such as phrases and pauses,
but unaffected for smaller ones, such as syllables and segments. Pitch variation is
also reduced in synchronous speech, and of course the task requirements demand
that speakers match their phrase on- and off-sets rather exactly.

A similar bag of variables are communally affected in several motor speech
disorders, notably those involving damage to the basal ganglia, as in Parkinson’s
Disease (PD). The hypokinetic dysarthria typical of this syndrome is character-
ized (among other things) by difficulty in the initiation of speech, a greatly
reduced intonational contour, and altered rhythm, often manifested as rapid but
inappropriately modulated syllable sequences [8, 19]. The speech problems expe-
rienced by sufferers of PD are clearly related to general motor difficulties, which
likewise present as difficulty in initiating action, and disturbed fluency or rhythm
once action gets underway.

In a recent thesis, Tyrone [32] argued that dysarthria is a feature of sign
language as well as spoken language. Deaf subjects were found to exhibit sign
dysarthria in the absence of severe impairment of simple, non-sequenced move-
ments. She concluded that the similarities in vocal and signed dysarthria were
rooted in their related demands on the sequencing of complex coordinated move-
ments, rather than in language per se. This interpretation receives support from
the nature of the difficulties PD patients exhibit in other non-linguistic motor
tasks.

One might summarize the variables which are collectively affected by inten-
tional stylistic variation (mimicry, synchronous speech) and by unintentional
pathology (hypokinetic dysarthria) as those related to the fluent modulation of
speech. Rhythmic modulation, phrase initiation and ending, and intonational
variation together make up a set of prosodic variables one might group together
under the term of convenience of ‘phrasing’. It has been notoriously difficult to
cleanly separate linguistic and paralinguistic elements to prosody. As we shall see
below, there appears to be considerable overlap in the brain circuits supporting
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the modulation of speech in response to a specific speaking situation and those
responsible for syntactic sequencing, and so a clean separation of prosody into
linguistic and non-linguistic components may not be possible in principle.

2 The Route from Simple Intent to Multiple Effects

If asked to modify one’s speech, e.g. by speaking rapidly, or in a very different
style, the subjective impression is one of making a relatively simple change.
While subjective impressions are not especially trustworthy indicators of mental
activity, it is nonetheless striking that a radical change to speech style (yelling,
calming voice, comedic variation) is achieved without much conscious detail—
one simply shifts from one’s regular voice to an altered form—yet the measurable
effects are many and varied. In particular, the bag of variables previously grouped
under the label ‘phrasing’ are all going to be affected, yet one does not have
the impression of independent variation of each of a host of parameters. (Of
course, any given stylistic modification may affect other variables as well, but the
phrasing variables identified here are typically affected together.) Rather, these
variables collectively characterize specific speaking styles. There is therefore an
explanatory gap to be bridged between the subjective experience of a relatively
low-dimensional space of intentional speech modification and the observed higher
dimensional space of manifest effects.

We have observed that the prosodic variables which collectively constitute
the hallmarks of many speaking styles are not independent, but are modulated
together. This suggests that a full account of speech production ought to capture
their mutual dependence. In what follows, I sketch a preliminary model that does
just that. The model draws heavily on an analogy for its initial form, but it will be
demonstrated that there is a wealth of neurological evidence, and several relevant
and related models, which together suggest that the model is a substantial first
step towards a neurobiologically plausible model of online speech production.

3 The Conductor Model of Online Modulation of Speech

The starting point for the present model is an analogy with the conductor of an
orchestra. The conductor does not play any instrument herself. In her absence,
it may be even possible for an orchestra to get through a musical composition,
but the performance will lack the coherence and emotional import of a well-
conducted one. The conductor is partly responsible for the sequencing of the
individual phrases, but her role most critically affects the temporal and expres-
sive modulation of the individual parts which contribute to the musical whole.
Critically, the conductor does not interfere in the high dimensional space of in-
strument control. Her signals to the individual players are relatively abstract,
being restricted to a few dimensions of temporal sequence, relative intensity and
their dynamics. (Musical) phrase initiation, cessation and pausing, continuous
tempo variation, accentual prominence, are all controlled by the conductor in an
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abstract fashion, unencumbered by the differences involved between fingering an
oboe and bowing a viola.

One can likewise posit a neurological system which does not, itself, contain
detailed instructions for making individual gestures or gesture constellations
required for speaking, but which is responsible for sequencing such constellations,
and ensuring that they are appropriately modulated, as required by the speaking
style employed. The observations made above suggest that this process would
affect macroscopic durations, intensity modulation and intonational variation
(range, and perhaps accent height). I will refer to this hypothetical process as
the ‘Conductor’.

In this view of speech production, elements are retrieved from some source,
and are sequenced and modulated during online production. The retrieved ele-
ments themselves contain the gesture-specific information required for produc-
tion. The conductor is responsible for the temporal sequencing of these gestures,
including the responsibility for ensuring that such sequencing is fluent and con-
text sensitive. The conductor is also responsible for the affective modulation of
the units sequenced, that is, intensity and pitch modulation which is not speci-
fied by the concatenated units, but is a function of the specific communicative
situation, including speaker, and listener-oriented constraints. This modulation
is relativly abstract, and may be thought of as akin in some respects to con-
tinuous variation along the hypo-hyper axis of variation, as in Lindblom’s H&H
theory of speech production [25].

The model is agnostic about the exact nature of the elements sequenced, but
we note that they can hardly be much larger than syllables, or much smaller
than segments. The collection of gestures which are phased with respect to the
syllable nucleus in Articulatory Phonology provides a plausible candidate unit
size [5, 6] which may serve for initial development of the model. (As an aside, it
is interesting to ask what size the units sequenced by a conductor are, or, indeed,
whether the question is meaningful.)

4 Implementing the Conductor Within a Production
Model

The framework of Articulatory Phonology (AP), and its implementation us-
ing Task Dynamics, provides an initial insight into how the Conductor might
operate during production. Some recent work within AP has sought to incorpo-
rate abstract gestures, which are, themselves, not tied to specific articulators. A
‘prosodic-gesture’ or ‘π-gesture’ is employed to modulate the temporal unfolding
of a group of physical gestures which are linked to specific articulators [7]. The
AP model allows at least two distinct modulation options here: the stiffness of in-
dividual gestures, or the clock-rate which underlies the dynamics of all gestures.
Although current opinion seems to favour the latter as a modulation mechanism
(see also [28]) it is probably too early to be dogmatic about the exact method
of modulation employed. Modulation of these parameters alone brings with it
changes to the relative alignment (and hence the fluent context-conditioned se-
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quencing) of elements, and also has consequences for the extent of the resultant
gestures, as demonstrated in Byrd and Saltzman (2003). This model thus pro-
vides a natural framework for the future development of the Conductor model.

Articulatory Phonology is not the only framework in which a process akin
to the Conductor could be implemented. It is also the case that the adoption of
the AP framework requires a commitment to several choices which are not nec-
essary elements of the Conductor model. For example, the proposed π-gestures
in AP are constrained to affect all concurrent gestures similarly. This is perhaps
a sensible requirement, but it is not a necessary consequence of the Conductor
model. In addition, the simple second-order dynamic associated with individ-
ual gestures within AP constrains the number of possible variables which could
be affected by the Conductor, effectively limiting them to stiffness modulation
and time warping. Other approaches to gestural modelling might provide a dif-
ferent set of potential implementation variables, and each such set will impose
different limits on the effects which a relatively abstract and non-specific Con-
ductor can bring about. But it is a strong contention of the present model that
any plausible account of speech production must allow this kind of abstract,
gesture-independent modification by an external process.

One clear responsibility of the Conductor is the regulation of speaking tempo.
It has been repeatedly observed that the bulk of tempo variation in speech pro-
duction is effected by adjusting the duration and relative frequency of pauses [31].
That is, it is the initiation and cessation of individual phrases which underlies
most of the perceived tempo of speech, not any direct modification of the internal
details of segments or syllables. This is clearly compatible with a Conductor pro-
cess whose primary task is the fluent sequencing of relatively invariant units in
production. Further tempo modulation, corresponding to changes in articulation
rate, can be achieved by varying the above stiffness and clock variables.

5 A Neurophysiological Basis for the Conductor

I propose that there is, in fact, a neurophysiological system which implements
the Conductor process. The proposed role of the Conductor seems entirely com-
patible with our current knowledge of the role of specific circuits originating in
motor and pre-motor cortex, extending by a variety of routes through the basal
ganglia, onwards through the thalamus and back to cortex. There are several
parallel circuits known to exist, and they include both direct and indirect paths
through the basal ganglia [12, 17, 3].

Proposed functions of these cortico-striatal loops, as they are sometimes
called, include the selection of some actions and inhibition of others, the rule-
based sequencing of actions, and the coordination of action sequences into fluent
wholes [3]. The role of these circuits in speech production has been the focus of
some empirical and modelling work [23, 33], as discussed below.

Connectivity between the individual stages of the cortico-striatal loops sug-
gests a funnelling of information, or dimensionality reduction between the cere-
bral cortex and the basal ganglia. A recent model, the Reinforcement Driven
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Dimensionality Reduction model of Bar-Gad, Bergman and colleagues has made
the postulate explicit that the basal ganglia are compressing cortical informa-
tion using optimal information extraction methods [2, 3]. This dimensionality
reduction which appears to take place suggests that if the basal ganglia are
modulating the sequencing and execution of individual components, they are
doing so in a lower dimensional space than that which specifies the execution
of each individual component. In short, the funneling taking place at the basal
ganglia appears to be prima faciae suited to implementing a low-dimensional
control signal which modulates the individual motoric components in relatively
non-specific fashion, as envisioned by the Conductor model.

The issue of low-dimensional control over a complex, high-dimensional system
addresses both issues raised at the outset. It accords well with the intuition that
control is relatively abstract and goal-directed, and does not involve detailed
and disjoint control over the myriad of variables affected by a change in style.
This is a solution which addresses the infamous ‘degrees of freedom’ problem
noted by Bernstein [4], and is similar to action-theoretic approaches to skilled
action, in which task-specific goals are defined in a relatively low-dimensional
space, and they cause multiple, mutually yoked effects in effector space [20, 21].
It also follows that low-dimensional control of a higher-dimensional system will
have, as a necessary consequence, the co-variation of very many variables in the
more complex system.

A caveat is in order, before the hypothesized Conductor is identified with
specific neural circuits. Although the cortico-striatal loops are clearly implicated
in rule-based sequencing, context-conditioned action modulation and fluency,
all of which suggest a pivotal role in speech production, there are several such
circuits, which may differ greatly in their relative contributions, and the parallel
circuits may not be entirely separate. The circuits are also implicated in other,
rather distinct activities, such as reward-based action. Matsumoto and colleagues
[27] have shown that CS-loops may be essential to the acquisition of smooth
movement patterns, but that they may not be essential to their execution, though
this evidence is based on two primates only. And similar circuits linking cortex,
thalamus and the cerebellum are also regularly implicated in the fluid control of
action. Indeed the cerebellar loops may jointly regulate fluent action sequencing
in tandem with the cortico-striatal loops [30]. The insula has also been implicated
in the coordination of speech articulation [13].

6 Relation to Other Models of Speech Production

The view of speech production sketched herein suggests some answers to rather
fundamental issues in modelling speech production. It is assumed that relatively
context-insensitive representations are available for sequencing and for context-
specific modulation by the Conductor. This rather weak claim accords with most
views of the process of speech production, and is thus relatively uncontroversial.
However, the Conductor models assumes that those forms which are available
for sequencing are already specified in a form suitable for online modulation
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by the Conductor. I have suggested that the syllable representations employed
within Articulatory Phonology suggest themselves as possible units. One reason
this is so is that a gestural specification of linguistic forms provides some rather
obvious channels for modulation to be effected, via time warping or stiffness
change. More conventional phonological representations which employ timeless,
abstract symbols pose huge problems of translation into some form suitable for
production [16].

The proposed Conductor model is not at all incompatible with some exist-
ing models of speech production. Firstly, the abstract process of modulation
through time warping or stiffness variation suggested here is one possible way
of implementing Lindblom’s continuum of Hyper- and Hypo-speech [25]. The
H&H model emphasizes the fact that speech production is adaptive and finely
modulated, so as to respect both speaker and listener-oriented constraints. The
modulation envisaged within this model is responsible for a myriad of kinematic
effects, but these are understood to derive from a much simpler, low-dimensional
control space.

Lieberman [23, 24] has developed a theory of the evolution of speech, in which
speech production is based around what he calls ”Functional Language Systems”,
implemented by distributed networks within the brain. The cortico-striatal loops
which are implicated by the Conductor model are here hypothesized to underlie
sequencing of both speech/motor elements and syntax.

Ullman [33, 34] has developed a model in which declarative and procedu-
ral elements are fundamentally separated. The declarative elements correspond
roughly to lexical units, while the procedural systems are responsible for their
sequencing. He explicitly identifies the cortico-striatal circuits, along with the
cortico-cerebellar circuits previously mentioned, as supporting the procedural
system. The sequencing of elements treated in Ullman’s model refers to syntax,
rather than the ‘phonetic’ sequencing discussed above. Indeed, there is good rea-
son to think that the sequencing abilities of the cortico-striatal circuits might
serve both purposes: the physical stringing together of units into a fluid sequence
of sounds, and the rule-based serial ordering of units retrieved from the lexicon,
and ordered in accordance with the rules of a grammar. Some general notes on
sequencing now follow.

7 On Sequencing

The basal ganglia and associated circuits are phylogenetically old, going back
at least to the common ancestor of the human and the frog. In rats, cortico-
striatal loops (CS-loops) are critically implicated in grooming behaviour where
such grooming consists of syntactically well-formed sequences of highly practiced
actions [1]. Neuronal activity in the CS-loops is not a function of the individ-
ual movements (which may occur within our outside of syntactically governed
sequences), but of the syntactic sequence itself. Rat grooming syntax is not hi-
erarchically complex, but involves sequencing of specific action types. Graybiel
[18] has argued that one role of the basal ganglia in sequence learning includes
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the recoding of action elements into higher-order units: a form of ‘chunking’ for
action. Fentress [15] has demonstrated that the acquisition of the adult groom-
ing pattern in mice is more than just learning to string appropriate movements
together. Baby mice learn individual grooming strokes in isolation, and then
have to learn to integrate them within a fluent action sequence. Initial attempts
to generate a fluent sequence appear to result in a temporary ‘unlearning’ of
the individual parts, as the sequencing itself is mastered. This again points to a
clean separation of the problem of fluent sequencing from that of the execution
of individual actions in isolation. It also suggests that part of what is being mas-
tered is the hierarchical organization of action sequences, and not just a linear
ordering. The hierarchical nature of sequential action in humans has also been
demonstrated by Rosenbaum [29].

It may appear as if two entirely separate roles for the CS-loops are being
sugggested. On the one hand, they are clearly implicated in syntactic sequencing.
This is the domain of formal linguistics, and is typically considered to be entirely
disjoint from the messier business of producing sounds. On the other, the same
circuits are suggested to be responsible for the fluent production of context-
conditioned speech.

Perhaps the separation of disciplines typically enshrined in our academic
departments and professional societies may not adequately reflect the partition
of labour as embodied in real brains [23, 24]. If language is not to be considered
as miraculous, it must indeed be based on cognitive abilities which precede it
phylogenetically. The close association of syntactic sequencing and the fluent
sequencing of complex skilled action was famously pointed out by Karl Lashley
[22]. The convergence of behavioural and neurophysiological evidence sketched
above seems to suggest that we may be within sight of an account of language
which is credible diachronically in evolutionary terms, and synchronically in
neurophysiological terms. Despite the difficulties this may pose for trade unions
in Universities, it is surely to be welcomed.
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In this paper, we explore the psychological plausibility of mixture-of-experts 
models. This type of models is referred to in psychology as the knowledge 
partitioning theory (KP). Over the years, it was argued that: 1) KP is a 
necessary part of function learning, 2) the usefulness of KP is proportional to 
task difficulty, and 3) the experts used by humans to perform function learning 
tasks are always linear. In the present study, these statements were tested by 
modifying the test display. The results show that increasing the difficulty of 
stimulus estimation unexpectedly resulted in non-linear KP. Also, adding less 
useful information to the display resulted in a smaller proportion of partitioning 
participants. We conclude that mixture-of-experts are adequate psychological 
models for KP, but that the linearity and ubiquity claims need to be weakened. 

1 Introduction 

The main goal of any intelligent agent is to adapt to its environment. This is often 
accomplished by finding contextual cues which are informative about the action to be 
performed next. One way of achieving such adaptation is to use several processes (or 
experts), each associated to a particular context. If enough experts are available to 
adequately cover the entire space of action, no search is necessary: a network can be 
trained to gate each situation to the correct expert, which computes the best action 
according to context. This type of architecture is called a mixture-of-experts [1, 2]. 
This class of models is particularly effective in situations where different (even 
contradictory) responses are appropriate according to situations [2] (such as  
multispeaker vowel recognition [1]). 

One task accomplished by humans in order to adapt to their ever changing 
environment is categorization. In the particular case where exemplars (inputs) and 
categories (outputs) are continuous, one usually extracts the function relating the 
input to the output (function learning), instead of performing standard associative 
learning. Simple examples of function learning includes estimating the distance of a 
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moving object according to its size on the retina, or how long you can stay in the sun 
before you burn. 

1.2 Function learning and its application to forest fires 

Another situation where learning a function is necessary is when one must estimate 
the speed of spread of forest fires [3, 4]. When the slope of the terrain and the wind 
direction are in opposition, a forest fire spreads uphill at a speed negatively related to 
wind speed, unless the wind becomes strong enough to overcome the fire’s natural 
propensity to spread uphill. From this moment on, the fire will spread downhill at a 
speed positively related to the increasing wind speed. Overall, the function relating 
speed of spread to wind speed is a concave quadratic function where the vertex 
indicates the point at which the force applied by the wind overpowers the tendency of 
the fire to spread uphill. 

Another important aspect of firefighting is the use of back-burning fires to control 
the reach of the to-be-controlled fire. Back-burning fires are lit and managed by 
firefighters to starve the to-be-controlled fire of fuel. Usually, a back-burner is lit 
when the wind speed is low; otherwise the firefighters might lose control of this 
second fire. 

The type of fire (back-burning, to-be-controlled) is an important cue which 
facilitates the estimation of a fire’s spreading speed: instead of considering a 
quadratic function to determine the propagation of the fire, firefighters can use two 
linear functions: a decreasing function associated to the back-burning context and an 
increasing one associated to the to-be-controlled context. This two-stage decision 
process (cue identification and response selection) is equivalent to a mixture-of-
experts architecture [1, 2] which identifies the context first and uses a different, linear, 
expert accordingly. In [3], experienced firefighters were shown to use this two-stage 
strategy. Lewandowsky and Kirsner argued that the association between the context 
(type of fire) and the linear functions had been learnt through their many years of 
experience. Accordingly, it was argued that this two-stage process was ubiquitous in 
expertise: this theory was called knowledge partitioning (KP).  

To test the KP theory, another experiment was designed to assess whether novices 
would also use this strategy in a function learning task [4]. In this second experiment, 
the participants were taught basic firefighting background knowledge and trained in a 
standard function learning experiment using a concave quadratic function. Every 
stimulus (wind speed) was also accompanied by a context label, which was 
systematically associated to a different half of the function during training. This 
manipulation aimed at recreating the bias present in experienced firefighters’ 
knowledge, for which back-burners are usually encountered in low wind speed 
situations and to-be-controlled fires in high wind speed conditions. At test, every 
stimulus was presented twice: once as a back-burner and once as a to-be-controlled 
fire. Results showed that participants easily achieved the task but, more importantly, 
that while spreading speeds were almost perfectly estimated when wind speeds 
appeared in their usual context, they were systematically underestimated when shown 
in the unusual context. Hence, participants’ gave dramatically different responses to 
identical stimuli presented in different contexts, which supports the KP theory. 
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This support for the KP theory constitutes empirical evidence in favor of the 
psychological plausibility of mixture-of-experts models [1, 2]. In particular, one such 
model was proposed to explain human performance: POpulation of Linear Experts 
(POLE) [5]. In POLE, when a stimulus is encountered, a gating mechanism directs it 
to the correct expert, which represents one of many linear functions with different 
slopes and intercepts. There are enough experts to cover the entire stimulus space and 
only the gating system has adjustable weights. Once an expert is chosen, it computes 
the answer accordingly. 

This model [5] possesses three important properties. First, POLE accounts for all 
past results in the function learning literature by using KP. Second, experts do not 
blend together. Therefore, the system always commits to a cue-value and chooses an 
expert accordingly (KP). Third, each expert represents a linear relationship between 
the stimulus and the response. These properties and the preceding empirical results 
were used to make certain claims concerning the generality and properties of           
KP [4, 5]: 1) KP is always used when the association between the context and a part 
of the function is systematic, 2) the usefulness of KP is proportional to task difficulty, 
and 3) humans always partition into linear subfunctions to achieve complex function 
learning tasks. 

In the present study, we empirically tested the preceding claims related to KP in 
general [3, 4] and to POLE in particular [5]. Human data were collected by altering 
Lewandowsky et al.’s [4] experimental settings. A first group performed the same 
task as Lewandowsky et al. [4]. A second group was trained in the same task with 
smaller stimuli: this task was hypothesized to be more difficult and should lead to an 
equal or higher proportion of partitioners. The third group was trained with settings 
identical to the second, except that information was added to the display (constant 
visual markers). Because the necessary conditions for finding KP were present in this 
condition (e.g. a systematic association between particular values and a context), we 
should find as many partitioners as in the small stimuli condition. 

2 Experiment 

2.1 Method1 

2.1.1 Participants 
Fifty-four undergraduate students from the Université de Montréal participated in this 
experiment. Eighteen participants were trained in a reproduction of Lewandowsky et 
al. [4] (control group), eighteen were trained with small stimuli (small stimuli group), 
and the remaining participants were trained with small stimuli and supplemental 

                                                           
1 This experiment is an extension of Lewandowsky et al.’s Experiment 1, systematic condition 

[4]. Therefore, this section bears on their original methodology. However, it was brought to 
our attention that our participants were given more extensive background knowledge. 
Nevertheless, performance was not qualitatively different, as shown by the results from the 
control group. 
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information (extra information group). In each group, six participants were assigned 
to the complete condition, six to the left-only condition, and the remaining six to the 
right-only condition. Participants in the complete conditions received 7$ as 
compensation for their time, and those in the left-only or right-only conditions 
received 5$. The experiment was conducted in French. 

2.1.2 Material 
Participants were tested individually. All instructions and stimuli were presented on 
43 cm (17 inch) monitors connected to PCs. Participants were positioned 
approximately 60 cm away from the monitor. The experimental task was programmed 
using Sun Microsystems’ Java J2SDK1.4.1. The program was used to present the 
material and record the participants’ answers. 

2.1.3 Stimuli 
Participants were expected to learn a concave quadratic function in which the fire’s 
spreading speed (F) was related to wind speed (W) in the subsequent                
manner: F(W) = 24.2 – 1.8W + 0.05W2. Wind direction always opposed slope, and 
the vertex of the function (W = 18) represented the point at which the force of the 
wind balanced the effect of the slope. To the left of that point, fire speed decreased 
with increasing wind speed, without changing the direction of the fire spread. 
Lewandowsky et al. [4] referred to these fires as “slope-driven”. To the right of the 
vertex, fires were “wind-driven” and their speed increased as a function of wind 
speed. During training, 36 stimuli were used, ranging from wind speeds of 0 to 36, 
omitting the vertex of the function. At test, the omitted wind speed of 18 was 
included, resulting in a total of 37 transfer stimuli. 

On each trial, a horizontal arrow, whose length was proportional to a particular 
wind speed (henceforth referred to as the stimulus), was shown at the top of the 
display. The minimal arrow length, associated with the value 0, was approximately 
5.8 cm for the small stimuli and extra information groups and 0.7 cm for the control 
group. The maximal length, associated with the value 36, was approximately 26 cm 
for the small stimuli and extra information groups and 31 cm for the control group. 
Thus, in the small stimuli and the extra information groups, the shortest arrow 
occupied 1/6 of the display and the longest 5/6. In the control group, the arrows 
spanned the entire monitor. No numerical values for wind or fire speed were shown. 
Participants were to consider each fire in a context represented both by a color-coded 
verbal label and arrow (blue for Back-burning and red for Firefighting). In the extra 
information group, visual markers were added to the display to indicate the minimal 
and maximal possible stimulus lengths. The markers were the only difference 
between the small stimuli group and the extra information group. 

Participants were asked to predict the speed of the fire (notwithstanding its 
direction of spread) by moving a sliding pointer along a 23.3 cm-scale positioned in 
the left part of the display. The scale was labeled slow at the bottom and fast at the 
top, without any incremental values or tick marks. 

After each training trial, the participant’s response was followed by a feedback 
arrow. The arrow was located next to the response scale to indicate the correct speed 
of spread. Also, a message appeared in a rectangle at the bottom center of the screen 
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to encourage the participant to perform better (yellow rectangle) or to indicate that the 
response was satisfying (green rectangle). Predictions deviating by 5 or more units 
(approximately 7.2 cm) from the correct answer were accompanied by the former 
(yellow message) while acceptable performances were accompanied by the latter 
(green message). Participants were required to acknowledge feedback by a mouse 
click. The inter-stimulus interval (ISI) was 2 seconds, and the textual context-label 
always preceded the stimulus by 1 second. At test, feedback was absent. 

2.1.4 Procedure 
The procedure was identical for all groups and varied according to conditions. In all 
conditions, each stimulus was presented five times during training. Hence, there was a 
total of 180 trials for the complete conditions, but only 90 trials for the left-only and 
right-only conditions (because training was restrained to one half of the function). In 
all conditions, 90% of fire speeds occurred in their respective contexts, and the 
remaining 10% were presented in the opposite context. However, in the left-only and 
the right-only conditions, all stimuli were presented in the same context (back-
burning for left-only and firefighting for right-only). All magnitudes were presented 
once within each block of 36 trials (18 for the left-only and the right-only conditions), 
except during the first block, where magnitudes were presented in a blocked manner. 

After completion of the training trials, participants in all conditions completed the 
same transfer test. The transfer test involved predicting the fire speed of all stimuli in 
both contexts. 

2.2 Results 

2.2.1 Training 
The participants’ Absolute Deviation from Function (ADF) was used to evaluate 
learning2. Learning curves are shown in Fig. 1. As seen, participants in all conditions 
from all groups improved their ADF and were thus able to learn the function. Also, 
Fig. 1 suggests no effects of groups or conditions. 

A Group (small stimuli vs. extra information vs. control) × Condition (complete, 
left-only, right-only) × Block (5, repeated measures) ANOVA was performed on the 
participants’ ADF to corroborate what Fig. 1 hinted. First, the participants were able 
to diminish their ADF with practice: The mean ADF was 2.33 in the first block and 
diminished to 1.74 in the fifth block (F(4, 176) = 14.32, p < .01). However, this effect 
must be interpreted with care, because the Block × Group interaction was    
significant (F(8, 176) = 10.24, p < .01). Thus, the group effect was further 
decomposed within each block. The groups significantly differed in the first block of 
training (F(2, 44) = 28.42, p < .01) but were similar in all other                           
blocks (all F(2, 44) < 1.63, p > .05). Tukey A post hoc comparisons showed that the 
control group was significantly better than the other two at the beginning of the     
                                                           
2 The performance of one participant from the small stimuli group, complete condition, 

deteriorated with practice (F(4, 175) = 2.54, p < .05). Therefore, this participant was 
excluded from the following analyses. 
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task (both differences > 0.96, p < .01). However, as suggested by the absence of 
group effect in the remaining blocks, this difference disappeared with training. 

X Complete
G Left Only
A Right Only

Conditions

1 2 3 4 5
Training Block

1

2

3

4

A
bs

ol
ut

e 
D

ev
ia

tio
n 

fr
om

 F
un

ct
io

n

XG
A

X

G

A

X

G

A

X

GA

X

GA

X Complete
G Left Only
A Right Only

Conditions

1 2 3 4 5

Training Block

X

G

A

X

G

A

X

G

A

X

G

A

XG

A

X Complete
G Left Only
A Right Only

Conditions

1 2 3 4 5

Training Block

XGA

X

G
A

X

GA

X

G

A X

G

A

 

Fig. 1. Participants’ ADF during the training phase. The left panel shows performance of 
participants in the extra information group, the middle panel participants in the small stimuli 
group and the right panel shows the control group 

2.2.2 Group performance at test 
KP can be detected experimentally by a difference in responses to a given stimulus in 
different contexts [4]. Fig. 2 shows transfer performances for participants trained in 
the complete conditions. As seen in the left panel, participants trained with extra 
information learned the function quite well. Surprisingly, answers in both contexts 
matched the quadratic function and were not affected by context.  
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Fig. 2. Mean responses at test in each context. Panels represent the same groups as in Fig. 1 

Responses of participants trained with small stimuli are shown in the middle panel. 
As expected, their responses at test were affected by the context (compare with the 
left panel), but in an unexpected way. In comparison, the deviations found by 
Lewandowsky et al. [4] were systematic: low wind speeds resulted in an 
underestimation of the speed of fire spread in the firefighting context and high wind 
speeds accordingly resulted in underestimations in the back-burning context. This is 
exactly the pattern of results found in the control group (see the rightmost panel). In 
the middle panel, the underestimations are present (to a lesser extent), but mid-range 
wind speeds were overestimated. 
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A better way to highlight the difference in responses to a given stimulus is to 
compute the signed differences [4]. A signed difference is computed by subtracting 
the answer given at test to each stimulus in the back-burning context from the answer 
given to the same stimulus in the firefighting context. Signed differences randomly 
aggregated around zero would suggest the absence of partitioning, while signed 
differences systematically deviating in one direction would indicate the presence of 
partitioning. 

The left panel of Fig. 3 confirms that participants trained with extra information 
are not partitioning their knowledge: their signed differences are randomly aggregated 
around the abscissa. Participants in the control group did show the expected pattern of 
results: signed differences are negative to the left of the vertex and positive to the 
right. The signed differences of participants trained with small stimuli are more 
intriguing (middle panel): they are substantially deviating from the abscissa in a sine-
like way.  
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Fig. 3. Signed differences of the participants at test. Panels represent the same groups as in Fig. 
1 

2.2.3 Individual results at test 
Considering that Lewandowsky et al. [4] found important individual differences 
relating to KP, it is relevant to verify if the effects found in section 2.2.2 were 
representative of the entire groups of participants. A novel, statistical way of 
classifying the participants as partitioners (P) or non-partitioners (NP) is to 
individually plot their signed differences and estimate the best-fitting linear model 
using a linear regression. A slope which is significantly different from zero suggests a 
systematic effect of context, namely KP. On the other hand, a slope of zero suggests 
no clear effect of context. Table 1 shows the slope and intercept individually 
estimated for each participant. 

Table 1 shows that all but one participant fit a model with an absolute slope of 0.05 
or less in the group trained with additional information. Because these slopes did not 
differ significantly from zero (p = .05), these participants were classified as NPs. The 
exact opposite was true of participants in the small stimuli group: All but one 
participant had an absolute slope greater than 0.20. Hence, these participants were 
classified as Ps. In the control group, the best-fitting slope of two of the six 
participants was smaller than 0.10: these slopes did not significantly differ from    
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zero (p = .05) and these participants were classified as NPs. The four remaining 
participants were classified as Ps. 

The proportion of Ps in the small stimuli group significantly differed from the 
proportion of Ps in the extra information group according to a binomial                   
test (B(5, 1/6) = 4, p < .01). The proportion of Ps in the small stimuli group (80%) is 
well in range with past literature3 while the proportion of Ps in the group trained with 
extra information (16.7%) is below past results. The proportion of Ps in the control 
group (67%) is similar to Lewandowsky et al.’s results [4] and does not significantly 
differ from the small stimuli group (B(6, 4/5) = 4, p > .05). However, this proportion 
of Ps differs from the proportion found in the extra information                            
group (B(6, 1/6) = 4, p < .01). 

Table 1. Estimated Parameters for the Best-Fitting Linear Models 

   Estimated
  Participant Slope Intercept r2 Classification 
Extra Information  
  110 -0.03 0.63 0.02 NP 
  111 0.00 -0.13 0.00 NP 
  112 -0.25 5.48 0.34 P 
  120 -0.02 0.37 0.01 NP 
  121 0.05 -1.45 0.07 NP 
  122 0.01 -1.51 0.00 NP 
Small Stimuli  
  210 -0.41 8.03 0.58 P 
  211 -0.02 0.19 0.00 NP 
  212 0.22 -4.19 0.29 P 
  220 0.63 -9.04 0.93 P 
  221 -0.23 2.68 0.32 P 
Control     
  310 0.60 -10.7 0.87 P 
  311 -0.02 0.17 0.01 NP 
  312 -0.07 2.16 0.09 NP 
  320 0.54 -9.45 0.69 P 
  321 0.13 -2.61 0.14 P 
    322 0.65 -8.88 0.89 P 
Note. P = Partitioners; NP = Non-Partitioners

 
Together, these results suggest that when extra information is present in the 

display, fewer participants use the KP heuristic, even if the added information is far 
less useful than the context. Also, it is noteworthy that all the Ps in the control group 
showed positive slopes, which is consistent with the linear experts hypothesis [4, 5]. 
However, half of the Ps in the small stimuli group and the only P in the extra 
information group had negative slopes, which is consistent with the sine-like pattern 
of Fig. 3. The overestimation of moderate wind speeds is also present in the middle 

                                                           
3 Precisely, previous research found between 13% [6] and 50% [5] of participants who were not 

partitioning their knowledge. 
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panel of Fig. 2 and further inspection of the middle panel suggests a partitioning of 
the stimuli in two quadratic functions with skewed vertices. Therefore, diminishing 
the stimulus’ length does not prevent participants from using KP but entails a 
different, non-linear, type of partitioning, which is not consistent with POLE’s 
predictions [5]. 

2.2.4 Independence of knowledge parcels 
As Lewandowsky et al. [4] pointed out, participants who were uniquely trained on the 
left or right part of the function represent extreme cases of KP: they possess a single 
expert, associated with a single context. Therefore, if the knowledge of Ps in each 
context is truly independent, their responses should be similar to the left-only 
condition in the back-burning context and the right-only condition in the firefighting 
context. In the case of non-linear Ps, responses in the back-burning context were 
similar to responses from participants uniquely trained in this particular context (left-
only condition: r = 0.87). However, the correlation between partitioners’ responses in 
the firefighting context and those from the right-only condition was                   
smaller (r = 0.69). This difference is significant according to Fisher’s Z transform               
test (Z = 2, p < .05). Therefore, the back-burning parcel of knowledge seems more 
hermetic than the firefighting parcel. Also, results from Lewandowsky et al. 
suggested higher correlation coefficients [4]. 

In the case of linear Ps, responses from knowledge partitioners were similar to 
responses from participants trained in the left-only (r = 0.81) and right-only (r = 0.83) 
conditions (in the back-burning and firefighting contexts respectively). Also, the 
difference between correlation coefficients is not statistically                        
significant (Z = 0.25, p > .05). Knowledge about the other half of the function 
acquired in another context did not affect the participants’ responses, suggesting that 
knowledge was completely partitioned. 

3 General discussion 

In the Experiment, the usual settings used to assess the presence of KP [4, 5] were 
varied to check the robustness of this phenomenon. Precisely, two modifications were 
made: reducing the stimulus range, and adding potentially distracting information.  
First, results from the control group confirmed the adequacy of our reproduction       
of [4]. Second, it is well established that diminishing the span of the stimuli increases 
discrimination difficulty [7], hence making stimulus estimation more difficult. In the 
small stimuli group, participants, classified using our novel method, used KP in an 
expected proportion, but showed negatively-sloped best-fitting linear                 
models (Table 1). This counter-intuitive result was first hinted by sine-like signed 
differences (Fig. 3) and the use of non-linear expert functions with skewed       
vertices (Fig. 2). Finally, adding less useful information to the display was sufficient 
to prevent most participants from using KP to achieve the task, even if the sufficient 
conditions for the use of this strategy were present. However, these participants, who 
did not use KP to simplify the function, were still able to learn it (as shown by an 
absence of group effect in the ANOVA). 
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3.1 Implications for current cognitive modeling 

Our findings have numerous implications for cognitive modeling. In particular, results 
from the small stimuli group are challenging the POLE model [5]: when stimuli are 
more difficult to estimate, participants still partition their knowledge but non-linear 
experts are used. This can be explained by the added difficulty in the estimation of the 
function’s vertex: if the range of applicability of an expert is fuzzy, the other experts 
must try to compensate. This strategy is adaptive because, by using more complex 
functions, the error resulting from an erroneous choice of expert is minimized. Hence, 
the results from the small stimuli group, while challenging to POLE’s predictions, do 
not invalidate mixture-of-experts models in general [1, 2]. 

The results from the extra information group are more problematic to both     
POLE [5] and general mixture-of-experts models [1, 2], because they show that when 
potentially distracting information is present in the display, participants do not seem 
to be using the KP heuristic. Instead, participants are learning the quadratic function 
by simple associative learning. These findings might still be explained by the 
degenerate case of the mixture-of-experts, in which a single quadratic expert is used. 

Together, these results confirms that KP [3-6], which is the empirical counterpart 
to mixture-of-experts models [1, 2], is a strategy used to achieve psychological tasks. 
However, this heuristic is less ubiquitous than Lewandowsky and his colleagues 
previously thought [5], and the constraint of using linear experts is too restrictive. 
Therefore, mixture-of-experts are adequate models of human cognition but further 
research is needed to detect the presence of experts (to distinguish simple associative 
learning from the degenerate case of using a single expert) as well as to determine the 
nature of the experts used to achieve particular tasks. 
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Abstract. Preliminary research on the development of a system for streaming 
audio across a wireless network, whilst using Song Form Intelligence (SoFI) to 
correct bursty errors, is presented.  Current problems identified with streaming 
audio across wireless networks are reviewed.  Recent approaches on error 
concealment when bursty errors occur, and Music Information Retrieval are 
discussed.  We propose an approach that uses an amalgamation of network 
approaches and music information retrieval techniques to solve streaming 
music problems.  Initial findings indicate that this approach will benefit such 
problems. 

1 Introduction 

Streaming media across networks has been a focus for much research in the area of 
lossy/lossless file compression and network communication techniques.  However, 
the rapid uptake of wireless communication has led to more recent problems being 
identified.  Traffic on a wireless network can be categorised in the same way as 
cabled networks.  File transfers cannot tolerate packet loss but can take an undefined 
length of time.  ‘Real-time’ traffic can accept packet loss (within limitations) but must 
arrive at its destination within a given time frame. 

Forward error correction (FEC) [1] which usually involves redundancy built into 
the packets, and automatic repeat request (ARQ) [1] are two main techniques 
currently implemented to overcome the problems encountered.  However bandwidth 
restrictions limit FEC solutions and the ‘real-time’ constraints limit the effectiveness 
of ARQ.  The increase in bandwidths across networks should help to alleviate the 
congestion problem.  However, the development of audio compression including the 
more popular formats such as Microsoft’s Windows Media Audio WMA and the 
MPEG group’s mp3 compression schemes have peaked and yet end users want higher 
quality through the use of lossless compression formats on more unstable network 
topologies. 
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When receiving streaming media over a low bandwidth wireless connection, users 
can experience not only packet losses but also extended service interruptions. These 
dropouts can last for as long as 15 seconds. During this time no packets are received 
and, if not addressed, these dropped packets cause unacceptable interruptions in the 
audio stream. A long dropout of this kind may be overcome by ensuring that the 
buffer at the client is large enough. However, when using fixed bit rate technologies 
such as Windows Media Player or Real Audio a simple packet resend request is the 
only method of audio stream repair implemented. 

1.1 Objectives of Song Form Intelligence (SoFI) 

The principle behind the research presented here is to develop a streaming audio 
system called SoFI that uses pattern matching techniques.  The core objectives of 
SoFI are: 
• To match the current section of a song being received with previous sections. 
• To identify incomplete sections and determine replacements based on previously 

received portions of the song. 
• To use cognitive techniques to perform error concealment of the packet loss based 

on similarity analysis. 
 
Satisfying these objectives requires investigation into areas including current 

approaches to packet loss, audio similarity analysis to satisfy the pattern matching 
constraint.  Next, in section 2 we look at research related to network approaches to 
error concealment and research in the field of Music Information Retrieval that uses 
pattern matching techniques.  In section 3 we present an overview of the architecture 
of SoFI.  Finally, in section 4 our conclusions and future work are explained.  

2 Related Work 

Packet delay from network congestion has been partially alleviated using routing 
protocols and application protocols such as real-time transport protocol (RTP) that 
have been developed to assign a higher priority to time dependant data.  However, it 
is also the case that some servers automatically dump packets that are time sensitive, 
so streaming applications have had to resort to ‘masking’ the packets by using HTTP 
port 80 so packets appear as normal web traffic. 

The latest addition to network protocols specifically addressing ‘real-time’ 
communication include Voice over Internet Protocol (VoIP), a technology that allows 
telephone calls using a broadband Internet connection across a packet switched 
network instead of a regular (or analog) phone line. 

2.1 Network Approaches to Error Concealment 

Solutions to the inherited problems within streaming audio have included research 
into a number of varying techniques.  The probability of packet loss across bursty 

74



 

networks has been modelled where time delay is used to control the flow of packets 
and measure the difference between the current time and the time the packet arrives 
[2].  This technique can be used to predict network behaviour and adjust audio 
compression based on current network behaviour.  Higher compression results in 
poorer quality audio but reduces network congestion through smaller packets.  A 
variation of this theme has been used to create new protocols that allow scalable 
media streaming [3]. 

Randomising packet order to alleviate the large gaps associated with bursty losses 
was implemented, where the problem was reduced by re-ordering the packets before 
they are sent and reassembling the correct order at the receiver [4].  This reduced the 
bursty loss effect since packets lost were from different time segments.  Although 
nothing is done to replace the missing packets, overall audio quality had improved 
through smaller gaps in the audio – albeit more frequent.   

A number of techniques that use some form of redundancy where repetition is 
used to replace lost audio segments have been developed.  Sending packets containing 
the same audio segments but with a lower bit-rate alongside the high bit-rate encoding 
increases the likelihood of packet arrival but at the loss of audio quality, as well as 
increasing the overall network bandwidth usage [1].  Another approach to using 
redundancy in the form of unequal error protection (UEP) was developed, where 
improvement is achieved with an acceptable amount of redundancy using advanced 
audio encoding (AAC) [5].  Segmentation of the audio into different classes such as 
drumbeats and onset segments allows priority to be applied to more important audio 
segments with ARQ applied to high priority segments and reconstruction techniques 
for the replacement of low priority segments based on the AAC received in previous 
segments. 

One of the most recent methods of interpolation of low bit-rate coded voice is 
used where observation of high correlation of linear predictors within adjacent frames 
allowed descriptions to be inserted using linear spectral pairs (LSP), and then 
reconstruct lost LSPs using linear interpolation [6]. 

2.2 Music Information Retrieval 

One of the core aspects of this research is to use pattern matching to identify similar 
segments within an audio file.  Research into the field of music information retrieval 
(MIR) has gathered momentum over the past decade.  With the increase of audio file 
sharing across heterogeneous networks, a need has arisen for more accurate 
search/retrieval of files.  Research into the analysis of audio has led to the 
development of systems that can browse audio files in much the same way as search 
engines can browse web pages retrieving relevant data based on specific qualities [7], 
[8], [9]. 

Recent work in pattern matching within polyphonic music has shown that 
similarity within different sections of a piece of music can aid in both pattern 
matching for searching large datasets and pattern matching within a single audio file 
[14], [15], [17].  Results from analysis of an audio stream are stored in a similarity 
matrix used in [14] which can be seen in Fig 1.  Using short time Fourier transform (a 
variation of discrete Fourier transform which allows for the influence of time as a 
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factor) to determine the spectral properties of the segmented audio.  A chroma based 
spectrum analysis technique was used to identify the chorus or refrain of a song by 
identifying repeated sections of the audio waveform with the results also being stored 
in a similarity matrix [16]. 

Fig. 1. Embedding an audio stream into a two dimensional similarity matrix [14] 

2.3 Audio Complexity 

Two inherent problems associated with MIR are the complexity of audio and the 
complexity of the query [10].  Music is a combination of pitch, tempo, timbre, and 
rhythm, making analysis more difficult than text.  Structuring a query for music is 
made difficult owing to the varying representations and interpretations including 
natural transitions in music.  Monophonic style queries usually perform better where 
simple note matching can be used whereas polyphonic audio files and queries simply 
compound the problem.  Adding to the complexity of music structure and query 
structure is the method of analysis of audio. 

The format of an audio file limits its type of use, different file formats exist to 
allow for better reproduction, compression and analysis.  Hence it is also true that 
different digital audio formats lend to different methods of analysis.  Musical 
Instrument Digital Interface (MIDI) files were created to distribute music playable on 
synthesisers of both the hardware and software variety among artists and equipment 
and because of its notational style allows analysis of pitch, duration and intensity [11].  
An excellent tool for analysis of MIDI files is the MIDI Toolbox [12] which is based 
on symbolic musical data but signal processing methods are applied to cover such 
aspects of musical behaviour as geometric representations and short-term memory. 
Besides simple manipulation and filtering functions, the toolbox contains cognitively 
inspired analytic techniques that are suitable for context dependent musical analysis, a 
prerequisite for many music information retrieval applications. 

However, reproduction of a MIDI file can vary greatly on different machines 
simply from differences between the composers and listeners equipment and it is 
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because of this it is not used for general audio playback.  Pulse code modulation 
(PCM) is a common method of storing and transmitting uncompressed digital audio. 
Since it is a generic format, it can be read by most audio applications similar to the 
way a plain text file can be read by word-processing applications.  PCM is used by 
Audio CDs and digital audio tapes (DATs).  Support for WAV files was built into 
Windows 95 making it the de facto standard for sound on PCs.  This format for 
storing sound in files in PCs was developed jointly by Microsoft and IBM. 

One of the most common formats for audio compression is mp3, defined by the 
Moving Picture Experts Group (MPEG).  The mp3 format uses perceptual audio 
coding and psychoacoustic compression to remove all the audio the ear cannot hear.  
It also adds a modified discrete cosine transform (MDCT) that implements a filter 
bank, increasing the frequency resolution 18 times higher than that of layer 2.  The 
result in real terms is mp3 coding shrinks the original audio signal from a CD (PCM 
format) by a factor of 12 without sacrificing sound quality, i.e. from a bit rate of 
1411.2 kbps of stereo music to 112-128 kbps.  Because MP3 files are small, they can 
easily be transferred across the Internet.  MPEG 7 [13] is a standardised description of 
various types of multimedia information.  Where MPEG 4 defines the layout and 
structure of a file and codecs, MPEG 7 is a more abstract model that uses a language 
to define description schemes and descriptors – the Description Definition Language 
(DDL).  Using a hierarchy of classification allows different granularity in the 
descriptions.  All the descriptions encoded using MPEG 7 provide efficient searching 
and filtering of files. 

3 Song Form Intelligence 

Methods for error correction when packet loss occurs as discussed in Section 2.1 
mainly try to minimise/prevent errors in the audio stream by masking missing or late 
packets with  extra audio encoding or some method of interpolation to ‘smooth’ over 
the missing packets.  Now we propose the use of pattern matching techniques within 
streaming audio to replace the lost segments. 

The song header depicted in Fig. 2 describes a piece of music following a typical 
western tonal format (WTF), with a song form of intro (I), verse (V), chorus (C), verse 
(V), and chorus (C). It states that there is an introduction section of 10 seconds 
duration followed by a verse of 28 seconds, then a chorus of 32 seconds, then a verse 
of 28 seconds and finally repeats the chorus of 32 seconds. 

Fig. 2. Song form structure 

This research proposes a novel syntax audio error concealment buffering 
technology, made possible by the song form structure with the possibility of 
developing this in the field of music semantics for replacing unidentified portions of 

I 10 V 28 C 32 V 28 C 32 
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the song structure.  Modelling of music has given rise to a number of different 
research angles such as modelling the human mind’s conscious perception of rhythm 
and its syntax and semantics [17], [18], [19]. 

One of the problems associated with streaming audio is the time factor.  The time 
between when a packet is received, placed into the buffer in the correct order and then 
used for playback can be anything between 10 seconds to as little as microseconds, 
depending on delays from bandwidth and congestion.  It is at this point that ARQ 
techniques fail as there is simply no time left for a new packet to arrive.  However if 
the segment already exists in previous sections already received replacements can be 
used. 

Analysis of an audio file using the MPEG 7 description scheme will allow frames 
to be tagged with the data stored in the header file of each packet prior to 
broadcasting.  These descriptors will be based on the similarity between different 
sections of the song.  As can be seen in Fig. 2 an almost exact match can be obtained 
where the chorus is repeated.  Identification of lost segments in the second chorus can 
simply be replaced with segments already received in the first chorus.  By identifying 
the beginning of the missing segment, and then the end of the missing segment, a 
replacement can be found by matching the preceding and following segments with the 
same-length section in the previous chorus. To ensure smooth replacement for exact 
matches, the audio packets will need to be of the same duration, have the same start 
time, and the same end time for each segment.  This should ensure error concealment 
occurrences within chorus sections will be inaudible to the listener.  The overall SoFI 
system architecture can be seen in Fig. 3 showing analysis of the audio performed on 
the server with the packet replacement process being performed on the client. 

Fig. 3. System architecture 
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Not all songs have exactly repeating choruses, the underlying music and keys may 
be the same, but subtle differences in its pitch or even lyrics can have dramatic effects 
on matching segments.  What appears to be the same to the human ear is very 
different when analysed by wavelength.  With the use of ‘best effort’ matching, bursty 
losses can still be corrected with minimal perception to the listener. 

Sections of the audio that contain lyrics that are different from any other section 
can still be repaired when bursty losses do occur.  Pauses between words, phrases and 
sentences where only the music can be heard allow for repair in that repetition is 
inherent in WTF songs.  Background instruments can follow the same repeated 
pattern throughout the entirety of the song.  The following guitar chords are an extract 
of the chorus from R.E.M.s’ “Everybody Hurts”: E minor / E minor / A / A / E minor / 
E minor / A / A / E minor / E minor / A / A.  Similarly the intro and verses contain a 
similar pattern: D /G / D / G / D / G / D.  Pattern matching will require identification 
and grouping of these sections prior to streaming. 

For ‘best effort’ matching of sections of the song with lyrics or unique sections of 
audio will be done using probability based on the already attached tags defining each 
of the sections and as near a possible match from previously received sections will be 
used to fill the missing segments.  This will however reduce the overall quality of the 
audio signal, but based on the assumption that the typical length of bursty losses is no 
more than 1-2 seconds, it is acceptable for some degradation to occur.  Studies of 
acceptable levels of audio quality have shown that listeners prefer to have some form 
of replacement rather than silence, by maintaining a rhythmic pattern using a 
percussive sound synthesiser to replace missing segments allows some continuity for 
the listener when dropouts do occur [20]. 

The minor increase in bandwidth from the inclusion of the MPEG 7 tags in the 
header sections of the packets can be justified based on the complexity of the analysis 
required.  Calculations for real-time pattern matching will require a vast increase in 
processing demands on the system; to perform these at the same time as performing 
packet loss identification and matching lost sections, within the timescale of the 
buffer is not feasible. 

 

4 Conclusion 

In many ways the ideas presented in this paper are related to the field of FEC.  
However our point of departure and underlying methodology are different.  
Preliminary research indicates that by using similarity analysis and MPEG 7 we can 
identify and tag similar sections within an audio file and include the data in the audio 
stream when broadcast from the server.  Pattern matching on the client side when 
receiving the audio allows error concealment through interpolation thereby placing 
the onus of error concealment on the client.  Future research will address 
implementation and evaluation issues including packet replacement accuracy based 
on a comparative analysis of the initial song and the actual file received using both 
computer and human audible perception.  
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Abstract. Remote sensing imaging techniques make use of data derived from 
high resolution satellite sensors. Image classification identifies and organises 
pixels of similar spatial distribution or similar statistical characteristics into the 
same spectral class (theme). Contextual data can be incorporated, or ‘fused’, 
with spectral data to improve the accuracy of classification algorithms. In this 
paper we use Dempster-Shafer’s theory of evidence to achieve data fusion. 
Incorporating a knowledge base of evidence within the classification process 
represents a new direction for the development of reliable systems for image 
classification and the interpretation of remotely sensed data. 

1   Introduction  

Remote sensing is the observation and measurement of something outside the range 
of physical contact [1]. It is a process which captures light, in different wavelengths, 
reflected from objects on the earth’s surface (e.g. soil, plants, buildings, etc) with 
cameras or sensor systems usually mounted on an orbiting satellite. The reflection 
process allows for the extraction of information about these objects from the data 
collected by satellite sensors. However, very high resolution satellite sensors produce 
many challenges in coping with huge amounts of detailed image data. The 
information gained from a satellite image can be vast and the quality of this 
information is largely dependent upon the understanding and correct interpretation of 
the data represented in the image.  Image classification is therefore vital as useful 
information can only be gathered from correct classification of an image. The 
classification process is based on the assumption that pixels which have similar 
spatial distribution patterns, or statistical characteristics, belong to the same spectral 
class. The two main approaches used in image classification are ‘supervised’ and 
‘unsupervised’ techniques. These two approaches have received considerable 
attention from the research community which has concentrated on a low-level pixel-
based (within the image) approach, based on spectral pixel values only. In contrast, 
less work has been undertaken using external or contextual data (outside the image), 
such as Digital Terrain Models (DTM), OS maps or agriculture records. The major 
challenge is to build a framework and efficient methodologies which bring all types of 
data together (data fusion) either within the image or outside the image in order to 

83



      B.M. Al Momani, S.I. McClean and P.J. Morrow 

enhance the classification process. Section 2 of this paper will review traditional low-
level classification techniques; section 3 outlines context-aware approaches using 
contextual information and introduces Dempster-Shafer’s theory of evidence; and 
section 4 provides an example of our approach to data fusion illustrating how 
Dempster-Shafer theory can be used to improve the overall classification process. 

2   Image classification 

The main objective of image classification is to convert the numerical data recorded 
from satellite images into features in a landscape. In order to achieve the classification 
process, a method of extracting (analysing) multispectral  image information, and 
applying some statistical decision rules, is required to give each pixel in an image a 
land cover identity (the pixel’s labelling) . A thematic map is created upon completion 
of the classification process and this contains an informational representation of an 
image which shows the spatial distribution of a particular theme. Themes or classes 
can be, grass, water, sand, conifer, etc. Fig. 1 illustrates a simplified overview of the 
classification process.  

 

Fig. 1. A simplified overview of the image classification process. (a) Each class (termed 
spectral class) has a similar grey level in feature space. (b) Each class (termed an information 
class) is assigned by an expert after/before performing the classification process. 

Classification Techniques of relevance to this paper fall into the following broad 
categories: supervised, unsupervised and semi-supervised (context-based). 

Supervised classification. In supervised classification a priori  knowledge about the 
area is required before the classification algorithm is performed. Supervised 
classifiers require the user to decide which classes exist in the image, then delineate 
samples of these classes, i.e. “training areas”, and subsequently generate associated 
class signatures. Examples of this approach are minimum distance, maximum 
likelihood, Mahalanobis, Parallelepiped and table lookup classification [1]-[4]. 

Unsupervised classification. In contrast to the supervised approach, no training data 
are required in unsupervised classification techniques. In addition, they do not make 
assumptions regarding the underlying spatial distribution of the classes. Instead, they 
are based on assigning pixels to classes without prior knowledge of these classes, and 
then segmenting an image into unknown classes. Pixels are then examined by the 
algorithm and similar pixels (i.e. those which are ‘spectrally homogeneous’) are 
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grouped together based on their values to form clusters. Values within a given class 
should therefore be close together, whereas data in different classes should be well 
spaced apart. Since the generated classes are spectral classes with unknown identity 
initially, then it is the domain expert’s role to compare the resulting classes with some 
type of reference data to assign them to a real land cover data [2], [3], [5]. The two 
most common examples of unsupervised algorithms are the Iterative Self-Organising 
DATA Analysis technique (ISODATA) [6] and the K-means algorithm [5], [7]. 

3. Context-based classification 

3.1 Background  

Context-based classification techniques have concentrated mainly on using contextual 
information within an image only and neglected other external contextual data. In 
addition, contextual and environmental information could be extracted by identifying 
the land cover/use characteristics which might be used as an external source for the 
classification process. In reality, adjacent pixels are related and for example, if a 
particular pixel is recognised to be grass then the neighbouring pixels will most likely 
be grass. Therefore, considering the labels of neighbouring pixels when seeking to 
assign an appropriate class to a pixel might be a good way to improve the 
classification process.  This is termed context-based classification [8].  The degree to 
which the adjacent pixels are related is dependent on the sensor’s spatial resolution 
and the land cover surface. For example, an agricultural area tends to have a stronger 
degree of pixel correlation than an urban area.  Likewise, neighbouring pixels for 
images taken by the LandSat sensors tend to be less correlated than those taken by 
SPOT sensors [2]. Several techniques have been proposed in this area such as the use 
of neural networks [9], [10], [11], Fuzzy set theory [12], Markov Random Fields [13], 
[14], Bayesian inference [13]-[17], and Dempster-Shafer evidence theory [18], [19]. 
These techniques concentrate on low-level approaches which consider within image 
data. The major challenge is to utilize and handle all types of data available and to 
combine them in a way which enhances the classification process. The contextual data 
fusion technique considered in this paper is that of Dempster-Shafer and in particular 
the fusion of external contextual data with the results of a maximum likelihood 
classifier for internal image data. 

3.2  Dempster-Shafer theory of evidence  

Definitions. Evidence theory, of which Dempster-Shafer theory [20] is a major 
constituent, is a generalisation of traditional probability which allows us to better 
quantify uncertainty [21], [22].  It is described in Guan and Bell [23], [24], and 
previous work outlining how it may be used for knowledge discovery and for the 
combination of heterogeneously classified data may be found in [25] and [26]. The 
approach provides a means of representing data in the form of a mass function which 
quantifies our degree of belief in various propositions or sets of values. One of the 
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major advantages of evidence theory is that it provides a straightforward way of 
quantifying ignorance and is therefore a suitable framework for handling data which 
is subject to imprecision. The mass function assigns belief to sets which together form 
the frame of discernment Ω.  The mass function m is defined on subsets of Ω 
(propositions) as follows: 

0)( =φm  (1) 

i.e. the mass function of the null proposition  φ is always zero; 

�
Ω⊆

=
A

Am 1)(  (2) 

i.e. the sum of the masses of all the propositions in the frame of discernment is one. 
The main difference between these definitions and conventional probability is that 
here the propositions may be overlapping. This Dempster-Shafer definition of mass 
functions may be used to provide a lower and upper bound for the probability 
assigned to a particular proposition. These bounds are called the belief and 
plausibility respectively: the belief in a proposition is the sum of masses of all 
propositions contained in it; the plausibility of a proposition is the sum of the masses 
of all propositions in which it is wholly or partly contained.  The belief and 
plausibility functions are therefore defined by: 
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Alternatively, we may define mass functions in terms of the belief and plausibility. 
The belief and plausibility functions may thus be used to determine the amount of 
support for a proposition. They may then be used to induce rules based on the mass 
allocations for various propositions and may be regarded as providing pessimistic and 
optimistic measures of how strong a rule might be [27].  

Example 3.1: m({wheat}) = 0.9; m({oats}) = 0.05; m({wheat, oats}) =0.05. 
Here, we are 90% sure that the area refers to wheat, 5% sure that it is oats and 5% 

sure that it might be either. Hence Bel({wheat}) = 0.9; Pls({wheat})=0.95. 
One of the main advantages of using Evidence Theory for our purposes is that 

Dempster’s law of combination allows us to combine evidence, in the form of mass 
functions, from different sources.  Let m1 and m2 be two mass functions on the frame 
of discernment Ω. Then, for any subset H ⊆ Ω, the orthogonal sum ⊕ of two mass 
functions on H is defined as:  
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The orthogonal sum thus allows two mass functions to be combined into a third mass 
function, which pools pieces of evidence to support propositions of interest. 
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Using evidence theory for sensor data fusion. Evidence Theory has been used 
previously to combine multisource sensor data where the data are numerical and mass 
functions are assigned to various pixel labelling possibilities [2] thus we determine a 
set of mass functions for each pixel, separately for each source. This may be done 
using a variety of methods, the most obvious of which is the Bayesian approach using 
maximum likelihood. Here we determine probabilities for each pixel taking each 
possible class label. The mass functions are then simply the probabilities attached to 
each singleton set. So, for each source si i=1..s and each pixel pj j=1..p we derive a 
probability πijk = Prob (pixel j has class label k | source i) for k=1, …, K, where 

�
=

===
K

1k
ijk 1,...p.j and s1,...,ifor  1π  (5) 

Then, ijk
(i)
jkm π=  is the mass function for source i and pixel j, associated with the 

singleton class label {k}. Using this approach we may fuse numerical multi-source 
data using Dempster’s combination law. Evidence Theory has also previously been 
used for multi-scale fusion by Hégarat-Mascal et al in [19], where the different data 
sources collect data at different scales. 

4. Knowledge-based approach  

4.1 Rationale 

Previous techniques which have been used to accommodate spectral and contextual 
data have some limitations. Besides being complex these techniques are limited to 
using numeric data only [2]. However, there are many other non-numerical contextual 
data that can be used to enhance the classification decision process which might be 
termed qualitative analysis, for example, soil maps, road networks etc. A suitable 
knowledge-based approach, if established for this purpose, could contain all these 
data and play a vital role in enhancing the classification process. In addition, the 
problems that need to be solved determine the type of knowledge representation that 
might be needed and in all cases, facts and rules are needed to construct the 
knowledge-base. In the remote sensing field, there are a huge variety of data that can 
be attached to the area of interest. The main idea of building the knowledge-based 
system is to handle mixed data types that can be attached to a specific satellite image 
under the classification process. These data can be analyzed separately and then 
combined together at the label level to get a composite label. Therefore, a type of 
prior information can be added to improve the data quality acquired for the 
classification algorithms. This prior information can be termed as external 
(contextual) information such as elevation, OS map, agriculture records, previous 
classifications and soil type. Fig 2 illustrates the process of fusing contextual 
knowledge data with spectral image data.  
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Fig. 2.  The proposed approach- fusing the contextual knowledge data with spectral data 

Taking maximum likelihood as an example, contextual information can be used as 
prior information which can be incorporated into the prior probability estimate for the 
classification decision. Therefore, a set of production rules should be generated for 
this purpose that can be derived from contextual data as a form of contextual 
knowledge. This data can be then fused with spectral data using fusion techniques 
(e.g. Dempster-Shafer). 

4.2 Using evidence theory for knowledge-based contextual classification 

Our intention is to improve classification of sensed data by combining it with 
contextual knowledge. Such knowledge may be in the form of deterministic (certain) 
rules or probabilistic (uncertain) rules. Thus for example, we may have a ‘certain’ rule 
such as: 

Rule 1:  if (L < pe < U) then class �{trees},  where pe is a pixel’s (terrain) elevation, 
L is a lower elevation value and U is an upper elevation value. 

or an ‘uncertain’ rule such as: 
 

 if ( L < pe < U) and (season ={winter}) then class � {wheat, barley} with 
confidence interval= (b, p). 

 
Where b and p are Dempster-Shafer belief and plausibility values, respectively. Here 
b and p may be specified by the expert or calculated from mass functions. They have 
considerable generality since they include: 
(i)  ‘certain’ rules where the confidence interval is (1, 1); 
(ii)  probabilistic rules where the confidence interval is (p, p);  
(iii)  rules that relate to sets, as specified in Dempster Shafer theory. This capability 

allows us to associate our rules with several classes as once, such as {wheat, 
barley}; and 
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(iv)  we can associate our confidence intervals with linguistic summaries [26], e.g. 
(1,1) represents “always”, (0.9, 1) might represent “typically”. 

 
If the rule ‘fires’, we represent the contextual knowledge as a confidence interval 

(b, p) which can then be converted into a mass function. This mass function is then 
combined with other mass functions, representing other pieces of contextual 
knowledge or other sensor data, using the combination law. 

4.3 Experimental example 

Figure 3 shows an example source image together with the classified image resulting 
from the use of the maximum likelihood algorithm. For the purposes of this example 
we assume that the 7 classes are labelled as wheat, sand, conifer, water, wetland, 
wood and dirt. The maximum likelihood classification was performed using the 
spectral pixel values only, calculated using the formula (taken from [2]): 

)()(||ln)( 1
ii

t
iiif mxmxx −Σ−Σ−= − , (6) 

 
where x is the pixel to be classified, ln is the natural algorithm, �i is the variance-
covariance matrix estimated from training pixels in class i and mi is the mean 
spectrum of the class i.  

 

Fig. 3. Classifying a Satellite Image using the maximum likelihood classification using spectral 
data only 

The pixel labelled p in the original image is a vector (r, g, b) which needs to be 
assigned to one of the 7 class labels. The probabilities obtained for each of the classes 
after applying the maximum likelihood algorithm are shown in Table 1 (MLC 
column). It can be seen from this table that pixel p would be assigned to c6 (wood) 
since it has the highest probability (0.7175).  The second largest probability is for c1 

(wheat), and although in this instance there would be little chance of an incorrect 
classification being made, in many cases misclassification does indeed occur. 
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Table 1. Results for pixel p for the maximum likelihood classifier (MLC) and the combined D-
S approach. 

Class Number Class name Mass Probability (MLC) m1 ⊕⊕⊕⊕ m2 
c1 Wheat m{c1} 0.1693 0.0101 
c2 Sand m{c2} 0.0521 0.0621 
c3 Conifer m{c3} 0.0056    0.0066 
c4 Water m{c4} 0.0354 0.0422 
c5 WetLand m{c5} 0.0019 0.0023 
c6 Wood m{c6} 0.7175 0.8550 
c7 Dirt m{c7} 0.0183 0.0219 

Total   1 1 
 
To reduce the possibility of a misclassification, we wish to combine rules associated 
with external data together with the available spectral data. Two sources of evidence 
are therefore used for classifying the image; the first one is the set of probabilities 
resulting from the maximum likelihood classifier and the second source of evidence is 
the contextual knowledge associated with ‘elevation’ data (i.e. for the area under 
consideration we would have a DTM and thus an elevation would be associated with 
every pixel in the image). We combine these sources using the Dempster-Shafer 
theory discussed above. 

 
The probabilities resulting from the maximum likelihood algorithm can be expressed 
as masses: m{c1}= 0.1693, m{c2}= 0.0521 … m{c7}= 0.0183. We now define an 
‘uncertain’ rule relating the elevation of a pixel to the possibility of it being classed as 
wheat: 
 
Rule:  if (L < pe < U) then class � {wheat} (i.e. � c1), with confidence interval= 

[0.95, 1]. 

The mass functions for this second source of evidence can be expressed as:  
 
             m {c2,…, c7} = 0.95 and m {c1,…, c7} = 0.05. 
 
Assuming that the rule ‘fires’, we can now compute the orthogonal sum of two mass 
functions (equation 4) for each class (for pixel p) and thus combine our two sources of 
evidence: 
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where p1..p7 are the MLC probabilities in table 1 and the final column in the table is 
obtained by substituting these values into the above equations.  By comparing the last 
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two columns of the table we can clearly see that in using the second source of 
evidence, within a Dempster-Shafer framework, we have improved the chances of a 
correct classification for the pixel under consideration. The probability of the pixel 
being classified as wood has increased from 0.7175 to 0.8550 while the probability 
for wheat has been reduced from 0.1693 to 0.0101. This therefore increases 
confidence when labelling the satellite image pixels and also enhances the 
classification process as a whole.  

5.  Conclusions and future work  

The growth in non-numeric (symbolic) contextual data requires classification 
techniques that can combine both numeric and symbolic data within a single 
framework. Dempster-Shafer theory can deal with both types of data and as such is 
well suited to being used in the classification of remotely sensed imagery. This paper 
presents a novel approach to enhancing satellite image classification by including 
contextual data within the classification process. In particular we have demonstrated 
how Dempster-Shafer’s theory of evidence can be used to combine two sources of 
evidence for the classification of pixel data. A knowledge base of production rules 
can be specified where the rules have different degrees of certainty, defined as 
confidence intervals and associated mass functions. Data is combined with the 
original spectral data by calculating the orthogonal sum of mass functions from each 
source of evidence. Further work is needed to investigate other types of contextual 
data available from different sources (e.g. OS maps, agricultural records, etc) 
including multiple images and to construct suitable production rules to incorporate 
this data into a knowledge based system. In addition, work is also required in defining 
appropriate accuracy assessment methods and measures to validate our approach 
including a thorough analysis of the algorithm’s performance. 
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Abstract. This paper investigates the use of machine learning classification 
techniques applied to the task of recognising the make and model of vehicles. 
Although a number of vehicle classification systems already exist, most of them 
seek only to distinguish between vehicle categories, e.g. identifying whether a 
vehicle is a bus, truck or car. The system presented here demonstrates that a set 
of features extracted from the frontal view of a vehicle may be used to deter-
mine the vehicle type (make and model) with high accuracy. The performance 
of some standard multi-class classification algorithms is compared for this 
problem. A one-class k-Nearest Neighbour classification algorithm is also im-
plemented and tested.  

1 Introduction 

The need for vehicle identification and classification technologies has become rele-
vant in recent years as a result of increased security awareness for access control sys-
tems in parking lots, buildings and restricted areas. Vehicle recognition can also play 
an important role in the fields of road traffic monitoring and management. For exam-
ple, in the automatic toll collecting systems on roads, vehicles have to be classified 
into categories in order to calculate the correct amount to charge.  

Vehicle type recognition, as a process of identifying the correct make and model 
from a frontal image of a vehicle (car), represents a natural extension of conventional 
number-plate recognition systems. Number-plate recognition software could benefit 
from the system proposed in this paper, by providing a double-check to combat the 
problem of fake number plates. 

The recognition process proposed in this paper is based on using specific feature 
extraction techniques from digital images. Different machine learning algorithms are 
tested on the dataset of 180 frontal view images of vehicles (30 images of each of five 
vehicle classes and 30 other miscellaneous vehicle classes), and experiments are car-
ried out to assess their performance.  

Two broad approaches to machine learning classification are considered: multi-
class classifiers and single-class classifiers. As discussed below in Section 3, multi-
class classification is the ‘standard’ approach used in machine learning, but the single-
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class approach is more appropriate in some applications where standard assumptions 
about the distribution of examples do not apply. 

After providing a brief overview of related research and the concept of single-class 
classification, the system is described in more detail. Then, the performance of vari-
ous classification algorithms is analysed, and conclusions are drawn. 

2 Related Research 

Various approaches to vehicle classification and detection have been reported in the 
computer vision literature. Despite the large amount of literature in vehicle detection, 
there has been relatively little done in the field of vehicle classification. It is a rela-
tively challenging problem due to the wide variety of vehicle shapes and sizes, mak-
ing it difficult to categorise vehicles using simple parameters. 

Most systems either detect (locate a vehicle against a background) or classify vehi-
cles into broad categories such as cars, buses and trucks [3, 5, 7, 8, 14, 16]. Wei et al. 
[14] use a 3-D parameterised model which corresponds to features of the vehicle’s 
topological structure, classified using a neural network. They present results showing 
that 91% of the vehicles are correctly identified into six different categories. Lipton et 
al. [8] describe a vehicle tracking and classification system that can classify moving 
objects as vehicles or human beings, but its purpose is not to separate vehicles into 
different classes. Their system obtained over 86% correct classification on vehicles 
and 83% correct on humans.  

Gupte et al. [5] present an algorithm for detection and classification of vehicles in 
image sequences of traffic scenes. The system classifies vehicles into two categories – 
cars and non-cars (e.g. buses, trucks, SUV’s). In a 20-minute sequence of highway 
traffic, 90% of the vehicles were correctly detected and tracked, and of these correctly 
tracked vehicles, 70% were correctly classified. Kato et al. [7] propose the develop-
ment of a driver assistance system using a vision-based preceding (vehicles travelling 
in the same direction as the subject vehicle) vehicle recognition method, which is ca-
pable of recognising a wide selection of vehicle types against road environment back-
grounds. The classification method they used is the multiclustered modified quadratic 
discriminant function. The system classifies vehicles into three different categories 
and has a success rate of 97.7%. 

Dubuisson Jolly et al. [3] use a deformable template algorithm consisting of finding 
a template that best characterises the vehicle into one of five categories. Their algo-
rithm was tested on 405 image sequences and had a recognition rate of 91.9%. Simi-
larly, Yoshida et al. [16] describe a local-feature based vehicle classification system, 
which classifies vehicles using a computer graphics model. They use a template 
matching technique and achieve a 54% accuracy rate, when classifying the images 
into five categories.  

More strongly related work to ours, in terms of what is being achieved, is that of 
Petrovic et al. [11] who demonstrate that a relatively simple set of features extracted 
from frontal car images can be used to obtain high performance verification and rec-
ognition of vehicle types. Recognition is initiated through an algorithm that locates a 
region of interest (ROI) and using direct or statistical mapping feature extraction 
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methods, obtains a feature vector, which is classified using a nearest neighbour algo-
rithm. They state that the system is capable of recognition rates of over 93% when 
tested on over 1000 images containing 77 different classes.   

3 Single-Class Classification 

All of the systems described in the previous section are based on multi-class classifi-
ers. Multi-class (including two-class) classification is the standard approach used in 
machine learning, whereby a hypothesis is constructed that discriminates between a 
fixed set of classes. For example, a classifier may distinguish between images that ei-
ther show a vehicle or do not, or distinguish between trucks, buses, vans and cars. 
However, multi-class approaches make two assumptions: 
 

1. Closed set: all possible cases fall onto one of the classes 
2. Good distribution: the training set is composed of cases that are statistically 

representative of each of the classes 
 

While these assumptions do not appear onerous, they may or may not be reason-
able in practice. For example, the closed-set assumption is valid when classifying im-
ages as having a vehicle present or not present in them, but may not be valid when 
classifying vehicles into categories (what about tractors, motorbikes and heavy ma-
chinery?) Conversely, when classifying vehicles into categories, the distribution as-
sumption may be valid as it is straight-forward to acquire images that are representa-
tive of each category, but it might not be valid for the task of distinguishing vehicles 
from non-vehicles—should the counter-example images show just empty roads, or 
people, animals, birds, buildings, bicycles, trees and other subjects? 

As machine learning researchers and practitioners in recent years have tackled 
problems where these assumptions are not valid, because for some classes there is ei-
ther no data, insufficient data or ill-distributed data available, techniques for single-
class classification have begun to receive some attention. Essentially, such techniques 
form a characteristic description of the target class, using this to discriminate it from 
any other classes (which are considered outlier classes). Clearly, this avoids the 
closed-set assumption, and also does not require the availability in the training data of 
statistically representative samples of classes other than the target class. 

An key distinguishing feature of single-class classification algorithms is therefore 
that they only require positive examples in the training set (i.e. examples that repre-
sent the target class), as opposed to a statistically representative distribution of all 
possible classes, such as is needed for multi-class classification. Thus, the two as-
sumptions listed above are not required. 

The first algorithms for single-class classification were based on neural networks, 
such as those of Moya et al. [9, 10] and Japowicz et al. [6]. More recently, one-class 
versions of the support vector machine have been proposed, notably by Tax [13] and 
Scholkopf et al. [12]. Tax’s approach is to find the smallest volume hypersphere (in 
feature space) that encloses most of the training data. Scholkopf et al. aim to find a 
binary function that takes the value +1 in a “small” region capturing most of the data, 
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and –1 elsewhere. They transform the data so that the origin represents outliers, and 
then find the maximum margin separating hyperplane between the data and the origin. 
Scholkopf et al. note that both methods are equivalent in some circumstances. 

In this paper, we use a single-class classification technique based on the k-Nearest 
Neighbour (kNN) algorithm. The single-class kNN algorithm was chosen primarily 
because of its conceptual simplicity, although as will be discussed in Section 5.1, in 
our initial experiments comparing multi-class classification algorithms it was found 
that the multi-class kNN worked well, so it was felt that the single-class kNN using 
the same distance metric should also be appropriate for this problem. In this algo-
rithm, a test object is classified as belonging to the target class when its local density 
is larger or equal to the local density of its nearest neighbour in the training set (target 
class) [13].  

The single-class kNN classifier has a number of parameters that may be adjusted: 
the number of neighbours can be changed so that the average k distances to the first k 
neighbours is calculated; the threshold value of accepting outlier classes may be 
changed; also, the distance metric may be changed. Figure 1 shows an example of a 
target class consisting of Ford Focuses. The algorithm for detecting whether or not a 
test case A (e.g. Volkswagen Golf) is in the target class is shown immediately below. 

 

 

Fig. 1. One-class k-nearest neighbour classifier applied to vehicle recognition dataset 

One-class k-nearest neighbour classification algorithm 

To classify A as a member/not member of target class 
1. Set a threshold value T (e.g. 1) and choose the number of k distances 
2. If k = 1 

Find nearest neighbour for A in the target class, call this B and call the 
distance D1 

Else 
Find the average distances to the k-nearest neighbours for A in the tar-
get class and call this distance D1. Calculate the min distance and call 
this B 
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3. Find nearest neighbour for B in the target class and call this distance D2 
4. If D1 / D2 > T 

Reject A as a target class 
Else 

Accept A as a target class 

4 Vehicle Type Recognition 

For this work, a dataset of frontal images of vehicles was compiled over a period of 
several weeks, and reflect a range of weather and lighting conditions. The dataset is 
made up of 180 images of vehicles — 30 images of each of five classes and 30 im-
ages of other miscellaneous vehicle types. The classes are: Opel Corsa, Ford Fiesta, 
Ford Focus, Volkswagen Polo and Volkswagen Golf. The 30 images of different ve-
hicle types are collected particularly for testing and evaluating the one-class classifier. 
Naturally, care was taken to include only one version of each vehicle make/model, as 
for example the 1998 Golf would have to be considered as a different class from the 
2004 Golf, since these two versions have quite different appearances. All images con-
tain frontal views of a vehicle captured from slightly different distances and from a 
height of approximately 1 metre. The images have 1600 x 1200 colour pixels. A sam-
ple of each class of car is shown in Figure 2. 
 

 

Fig. 2. Examples of the five different car types as they appear in the dataset 

The system is implemented in Matlab using the Image Processing Toolbox.  The 
image is converted to a grayscale image and automatically cropped to exclude the top 
half. The next step is to detect edges in the image. Edge detection highlights sharp 
changes in intensity, as differences in intensity can correspond to the boundaries of 
the features in the image. After experimenting with some alternative algorithms, the 
Canny edge detection [2] method was chosen because it succeeded in finding all the 
important features in the image. The Canny edge detector first smoothes the image us-
ing a Gaussian filter to eliminate noise before performing the edge detection. Dilation 
was then used to fill the gaps left in the detected edges of object outlines. Dilation is 
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an operation that “grows” or “thickens” objects in a binary image and is controlled by 
a shape referred to as a linear structuring element [4].  

After having reduced the image to a series of objects, standard elements of the 
image such as the lights are identified automatically. A fixed-length numerical feature 
vector is then derived that includes some basic geometric properties of the extracted 
features, including the average shape signature of both lights in each vehicle. Shape 
signatures are 1-D functional representation of the boundaries of objects and are ob-
tained by plotting the distance from an interior point (in this case, the centroid) in the 
object to the boundary as a function of angle. 

Finally, as described in the next section, different machine learning classifiers are 
used to determine the vehicle make and model associated with each vector. The over-
all procedure is illustrated in Figure 3. 

 

Fig. 3. Overall System for Vehicle Make/Model Identification 

5 Experimental Results 

Two sets of experiments have been performed. The first set of experiments is de-
scribed below in Section 5.1. They involve comparing the performance of a range of 
standard multi-class classifiers on the dataset, since multi-class classifiers have been 
used in previous approaches to vehicle identification/classification. The dataset used 
in testing these algorithms consists of 150 samples containing 30 samples of each of 
the five different vehicle classes; the other 30 samples of miscellaneous vehicles were 
not used here. Previous approaches have used different forms of feature extraction, so 
it is interesting to consider how our approach to feature selection works with standard 
classifiers. The specific classification algorithms chosen are the C4.5 decision tree, 
the k-nearest neighbour classifier and a feed-forward neural network trained using 
backpropagation. The implementations of these in the WEKA machine learning pack-
age [15] were used. The default settings in WEKA for these algorithms were used. 

The purpose of the second set of experiments is to evaluate the performance of a 
single-class classifier for this task. The dataset used in testing this algorithm consists 
of 180 samples containing 30 samples of each of the five different vehicle classes and 
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30 examples of unknown vehicle types. The single-class kNN algorithm, described 
above in Section 3, was implemented in Matlab and its performance evaluated as dis-
cussed in Section 5.2.  

5.1 Multi-Class Classification Results 

Figure 4 compares the learning curves of the three multi-class classification algo-
rithms under consideration. A learning curve gives an indication of the amount of data 
required to achieve good performance with a classification algorithm. It is constructed 
by randomly sampling training sets from the overall dataset, at a range of percentages 
between 5% and 90% of the overall dataset. Each time, a classifier is constructed with 
the training data set and evaluated on the remainder of the data. This procedure is re-
peated 10 times for each training set size and the results averaged. 
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Fig. 4. Comparison of Learning Curves for the Multi-Class Classification Algorithms 

The learning curves indicate that classification performances of the k-nearest 
neighbour and neural network algorithms are comparable with each other, and better 
than that of the decision tree algorithm, at least at lower training set sizes. The curves 
also show that 70% of the dataset is sufficient for 100% classification accuracy using 
kNN or the neural network. 

The performance of each algorithm was also evaluated using 10 x 10-fold cross-
validation with sorted runs [1]. Using this technique, the data is divided randomly into 
ten parts, each part is held out in turn and the learning scheme trained on the remain-
ing nine-tenths. The procedure is repeated ten times and the average for the ten parts 
is calculated. The whole process is repeated for ten different runs and the average and 
standard deviation is calculated. Table 1 lists the accuracy (average ± standard devia-
tion) on the training data of each of the three multi-class classification algorithms, 
computed using a 10 x 10-fold cross-validation.  
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Although the results for kNN are numerically higher than those of the other two al-
gorithms, a paired t-test based on the 10 x 10-fold sorted cross-validation runs did not 
identify the difference as being statistically significant at the 5% level. 

Table 1. Results of the 10 x 10-fold cross-validation 

 
Algorithm Accuracy (%) 
C4.5 98.53 ± 3.34 
kNN 99.99 ± 0.21 
Neural Net 99.53 ± 1.47 

5.2 One-class Classification Results 

10 fold cross-validation is carried out to evaluate the performance of the one-class 
classifier algorithm. For each fold in this experiment, the target class contains 27 ex-
amples of numerical feature vectors representing a certain vehicle (e.g. Opel Corsa) 
and the test set contains 18 examples of numerical feature vectors of different images 
of vehicles (3 of the target class, 3 of each of the other 4 class types and 3 unknowns). 
The 3 unknowns are images of cars not in the dataset (e.g. Toyota Corolla). The proc-
ess is repeated ten times for each target class and the average is calculated.  

Table 2 presents results from separate experiments using one-class classifiers to 
identify each of the five target classes. The average results of these experiments is 
also listed. The performance of the kNN one-class classifier algorithm is naturally in-
fluenced by the learning parameters, as stated earlier. The k value may be changed so 
that the average k distances to the first k neighbours are calculated. The best-
performing value was found experimentally to be k = 1. The threshold value of ac-
cepting outlier classes may also be changed; the best value found experimentally is T 
= 5. The one-class classifier correctly identified a high percentage of target and outlier 
classes, after some experimentation to optimise the learning parameters. 

Table 2. Results of the one-class nearest neighbour classifier 

 
Target Class Accuracy 
Opel Corsa 97.77% 

Ford Fiesta 97.22% 

Ford Focus 97.44% 
VW Golf 97.22% 

VW Polo 98.88% 

Average: 97.70% 
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6. Conclusions 

Vehicle recognition is an important technology for developing systems for road traffic 
monitoring and management and security issues. However, it is difficult task for 
computer systems to achieve because vehicles have a wide range of different appear-
ances due to the variety of their shapes and colours.  

This paper proposes a novel vehicle recognition process that identifies the vehicle 
make and model (e.g. Volkswagen Golf) from a frontal image. Extracted fixed-length 
numerical feature vectors are tested and classified using different machine learning 
techniques. Of the multi-class classifiers considered, the kNN and the neural network 
classifiers appear to be most effective for this task, with accuracy of over 99.5%.  

A single-class kNN classifier was also evaluated, as single-class classifiers have 
the benefit of not making assumptions about having a closed set of classes or having a 
training data set that is fully representative of data that would be encountered in prac-
tice. This classifier was also shown to perform well, with an overall accuracy rate of 
about 97.70%. 

Clearly, it is not reasonable to draw direct comparisons between the results of the 
multi-class and single-class classifiers presented here, as the experimental methodol-
ogy and assumptions underlying are quite different. In particular, we note that multi-
class results could be made arbitrarily bad by adding vehicle types to the test set that 
do not appear in the training set (since the multi-class classifier output cannot repre-
sent the concept ‘none of the above’), whereas this should not be detrimental to the 
performance of the single-class classifier. Other approaches could be used to defend 
against this problem, for example using two-class classifiers and training them using a 
one-versus-all classification scheme. However, such an approach would not be theo-
retically well-motivated, as the negative examples would represent a diverse collec-
tion of classes, and would still not be statistically representative of the negative con-
cept. 

In the future, we propose to assess the performance of other forms of single-class 
classifier on this problem domain. We also intend to accumulate a library of vehicle 
images that do not fall into any of the classes considered here. 
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Abstract. Previous studies [2], [6] have shown that combinations whose modi-
fiers are typically associated with the instantiated relation are interpreted reliably 
faster than those whose modifiers are less frequently associated with the instan-
tiated relation. Gagné and Shoben attributed this effect to the influence exerted 
by prior experience of the modifier. They proposed that speakers maintain rela-
tion type distributions regarding the frequency with which modifier nouns have 
been used with each of 16 possible relation types. However, others [4], [5], [7] 
have claimed that the differences in response times observed in Gagné and 
Shoben’s study may have arisen due to the nature of the concepts being com-
bined. We contrasted these views by investigating whether these differences per-
sisted when the constituent concepts of a combination were presented individu-
ally. We presented noun pairs without a modifier-head syntax; as a result inter-
pretation could not be influenced by previous experience of how those nouns 
had been used as modifiers in the past. The results revealed that differences in 
response time remained using either method of presentation. This finding is 
problematic for the CARIN theory and, as a result, we consider other factors that 
might influence the difficulty of linking two arbitrary concepts. 

1   Introduction 

In everyday conversation, noun-noun compounds (also termed conceptual combina-
tions) are frequently used in order to express new ideas and to encapsulate novel ob-
jects and experiences (e.g. beer headache, peasant dance). Compounding is a useful 
practice in that it greatly enhances the flexibility of language as well as increasing 
efficiency in communication. Although people have a well developed means of under-
standing these novel compounds, the comprehension process is often not trivial, requir-
ing an understanding of the speaker’s communicative goals and a representation of the 
situation at hand as well as detailed world knowledge.  Accordingly, the study of con-
ceptual combination is important because of the way in which it is intimately associ-
ated with the generativity and comprehension of natural language. In English, where 
compounding is particularly productive, combinations consist of a modifier followed 
by a head noun. Usually, the head noun denotes the main category while the modifier 
implies a relevant subcategory or a modification of this set’s typical members.  In this 
way, a mountain flower is interpreted as a type of flower, and more particularly as one 
which is located in mountains. In order to understand a combination like this, people 
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first have to deduce the most likely way in which mountain could be intended as a 
modification of the concept flower. Once a link between the two concepts has been 
definitively established, the combined concept can then be elaborated upon and further 
inferences can be made (e.g. mountain flowers are likely to be wild). 

Gagné and Shoben demonstrated in [2] that the more frequently a relation is associ-
ated with the modifier noun of a combination, the easier it is to judge whether a com-
bination involving that relation is sensical or not. The effect itself seems relatively 
intuitive. Consider the modifier chocolate: combinations in the form chocolate X can 
be most easily interpreted as X <made of> chocolate seeing as the most common in-
stantiation of chocolate as a modifier involves the compositional <H made of M> rela-
tionship. In this way, even the combination chocolate train is more likely to be inter-
preted as a train made of chocolate than as a train containing chocolate, despite the 
latter perhaps being the more plausible. It also seems reasonable that combinations in 
which modifiers are used in an atypical fashion might prove more difficult to interpret: 
chocolate magazine prompts a momentary hesitation during which the most obvious 
instantiation of chocolate must be suppressed. Based on these principles, Gagné and 
Shoben attributed differences in response times observed during a sensicality judge-
ment task to prior experience of the modifier [2]. Their Competition Among Relations 
in Nominals (CARIN) theory proposes that speakers maintain distributions recording 
how frequently (in relative terms) nouns have combined as modifiers using each of 16 
possible relation types outlined therein. 

Despite the apparent reasonableness of this theory, others have questioned whether 
prior experience is the central contributing factor towards the observed phenomenon 
[4], [5], [7]. Murphy argues in [5] that the storage of arbitrary relations for each noun, 
as proposed by CARIN, seems unconvincing mainly because the 16 relation types 
provided are ambiguous and nondescriptive. In effect, relations are extremely varied 
and detailed and as a result, classifying a relation under the CARIN taxonomy abstracts 
it to such a level that such information becomes useless. The focus of our study is thus 
on contrasting the CARIN theory with the alternative view that differences in ease of 
interpretation arise naturally and are not caused by prior experience of the modifier. 
The following experiment accomplishes this by examining the process of relation se-
lection between noun concepts in the absence of a modifier-head syntax. 

1.1   Overview of Rationale 

The most unambiguous method by which to address the role of prior experience in 
conceptual combination would be to investigate cases in which no such experience is 
available. If it were practical, one might recruit speakers of a combination-free dialect 
as participants: speakers encountering combinations for the first time would be re-
quired to interpret them in the absence of any statistical knowledge, thereby providing 
an ideal condition for investigating CARIN’s premises. Unfortunately, given the ubiq-
uity of conceptual combination, virtually every language contains combinations of 
some form, thereby rendering this paradigm infeasible. Another approach would be to 
present the concepts as images, thus avoiding the activation of linguistic knowledge. 
Unfortunately, the use of images is unreliable and picture recognition is greatly influ-
enced by canonicality and view specificity. Furthermore, some concepts cannot be 
represented pictorially in their prototypical form: a representation of fruit would in-
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variably refer to one particular type of fruit. Similarly, conveying abstract concepts like 
dilemma or justice would be even more problematic.   

In order to sidestep these problems while simultaneously suppressing the activation 
of statistical knowledge, an alternative method of presentation was adopted. This para-
digm was based on the assumption that a noun concept cannot be interpreted as a 
modifier in the absence of a head on which it can act. Furthermore, statistical knowl-
edge regarding relation type preference is irrelevant when the noun concept is not 
acting as a modifier. As a result, CARIN-style statistical knowledge can have no influ-
ence on the comprehension of an isolated noun concept. For example, in reading the 
noun chocolate on its own, only the material noun interpretation is activated. Its alter-
native interpretations such as <made of chocolate> or <containing chocolate> appear 
only in combination with an appropriate head. As a result, the distribution of choco-
late’s relation type frequencies cannot influence the comprehension process in this 
case.  

We therefore decided to present noun concept pairs as individual nouns. This en-
sured that the nouns would not be interpreted as constituents of a combination, and 
hence that statistical knowledge regarding the modifier’s relation type preference 
would not be activated. By controlling the influence of past experience in this way, we 
were able to investigate the nature of relation selection when that process is based 
solely on the conceptual content of the constituent nouns. 

2   Experiment 

The experiment was designed to eliminate any influence of modifier history. Presenting 
nouns outside a combinational syntax obliged participants to relate the noun pairs by 
virtue of their semantic representation only. According to the CARIN theory, differ-
ences in response time should only be apparent in cases where statistical knowledge 
about modifier relation type frequencies is activated. As a result we expected that the 
differences in ease of interpretation found by Gagné and Shoben in [2] would disap-
pear given this novel method of presentation. By investigating whether differences in 
ease of interpretation are mitigated when noun concept pairs are interpreted independ-
ently, we hoped to corroborate the claim that such differences arise due to statistical 
knowledge.  

Two separate conditions were identified, both involving the same experimental ma-
terials. In the combined concept (CC) condition, participants were presented with noun 
pairs in the typical combinational format and were required to judge the sensicality of 
these combinations. In the independent concept (IC) condition, a different set of par-
ticipants was presented with the same nouns in isolation and these participants were 
asked to decide whether a sensible linking relation could be found. According to 
CARIN, the interpretation of a novel noun-noun combination occurs when speakers 
identify a relation between the modifier and the head noun. Thus, as participants in the 
IC condition were required to search for a sensible relation linking the nouns, the par-
ticipants in both conditions were effectively carrying out the same ultimate task, albeit 
in different ways. In the CC condition, participants could exploit statistical knowledge 
as CARIN supposes; in the IC condition, they could not. 
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2.1   Method 

Participants Forty first-year undergraduate students from University College Dublin 
participated in the study for partial course credit. All were native English speakers. 

 
Materials For the sake of comparison, we selected a subset of the materials used by 
Gagné and Shoben in [2] for our experiment. In their study, materials were divided into 
three categories, namely HH, HL and LH conditions. For these condition labels, the 
letters H and L refer to the frequency of the instantiated relation (High or Low), with 
the first letter denoting how frequently that relation is associated with the modifier and 
the second denoting how frequently it is associated with the head. Thus mountain 
magazine (a magazine <about> mountains) is considered to be an LH combination 
since the <about> relation is low-frequency for the modifier mountain but high-
frequency for the head magazine. 

We selected a sample of 10 materials from each of the HH, HL and LH categories 
for the purposes of the experiment. These materials were selected based on several 
criteria. Any of Gagné and Shoben’s modifiers that were adjectives (e.g. thermal, his-
torical) were excluded from consideration. We also ignored combinations in which the 
modifying noun was actually intended in a plural sense despite being denoted as singu-
lar (e.g. servant language is a language used by servants in general and not one servant 
in particular). In a re-analysis of the original CARIN study, Wisniewski and Murphy 
[7] suggested that the plausibility and familiarity of Gagné and Shoben’s materials may 
not have been properly controlled, thus confounding response times for the various 
conditions. Indeed, many of Gagné and Shoben’s materials are quite bizarre (e.g. olive 
area, cooking hole). In order to account for this inconsistency, two independent judges 
were asked to decide which of the eligible materials from the appendices of [2] were 
truly sensical and which ones were not. Any of the combinations judged as non-
sensical by either of the judges was excluded. Following this, 10 materials were ran-
domly selected from the remaining selection in each category.   

Several measures were taken to ensure that noun pairs presented in the IC condition 
would not be interpreted as a combination. Firstly, the presentation of each noun in a 
pair was separated by a 1,000ms visual and phonological mask consisting of a blank 
screen containing the “+” symbol. This was intended to prevent participants’ reading of 
the nouns coalescing into a combinational syntax within their phonological loop. As a 
further measure, we took advantage of the fact that modifiers in the English language 
are nearly always singular: having a plural in the modifier slot violates the (weak) 
constraints for combinational syntax. Thus when two nouns are presented together and 
the first is plural, the phrase can typically only be interpreted as two separate nouns 
and not as a combination (e.g., the two words mountains + cloud cannot be read as a 
single unit). We therefore pluralized a large portion of the filler modifiers in the IC 
condition (e.g. dogs + vet, sandwiches + filling). The presence of these pluralized 
fillers was intended to prevent participants from adopting the habit of viewing the two 
nouns as a combination, which might have supported their search for a linking relation. 

The experimental materials used in both the CC and the IC conditions were identi-
cal. The method of presentation was different only in that the mask screen for the IC 
group contained the “+” symbol, whereas for the CC group it was completely blank. 
Aside from the instructions, the only other difference between the two conditions was 
the plurality of the filler modifiers. In the IC condition, we used 30 sensical combina-
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tions with pluralized modifying nouns, 10 nonsensical combinations with singular 
modifying nouns and 10 nonsensical combinations with pluralized modifying nouns. In 
the CC condition, all of the corresponding fillers had singular modifiers. 
 
Design A mixed 2 X 3 factorial design was used, with the two conditions of presenta-
tion as the between-participants measure (IC and CC), and Gagné and Shoben’s [2] 
three conditions of relation type frequency as the within-participants measure (HH, HL 
and LH). The dependent measures were response time and accuracy rate, which were 
used to infer ease of interpretation. Participants were randomly assigned to the be-
tween-participants conditions, with a total of twenty in each. Each participant was 
presented with 80 stimuli, comprising the same set of 30 experimental stimuli for both 
between-subject conditions and the 50 filler items. 

 
Procedure Participants sat in front of a computer screen and placed the index finger of 
their left hand on the F key of the computer keyboard and the index finger of their right 
hand on the J key. The participants in the CC condition were instructed that they would 
be presented with a series of concept combinations for which they had to make sensi-
cality judgements and that the constituent nouns of the combinations would be dis-
played one after the other. In contrast, participants in the IC condition were instructed 
that they would be shown two concepts, and that they had to decide whether one con-
cept could be combined with the other in a sensible manner. Both sets of participants 
were instructed to press J for sense and F for nonsense and emphasis was placed on the 
fact that they should only press F if the item was truly incomprehensible. In both condi-
tions, each word was displayed by itself for one second in the centre of the screen, 
separated by the mask screen lasting for one second. After viewing the second word in 
the trial, participants had to make a sensicality judgement by pressing the appropriate 
key. The same materials were presented in both conditions and so the modifying noun 
was always presented first, although this was not made explicit. 

Participants were initially given a short practice session where feedback was given 
regarding their judgements. The aim of this practice was to set a reliable threshold for 
sensicality and also to familiarize them with the nature of the task. Participants in the 
IC condition were shown pairs of concepts with pluralized modifying nouns (e.g. toma-
toes + sandwich, dogs + allergy). After making a sensicality judgement participants 
were then informed whether the two nouns could be related and if so, the nature of the 
relation (e.g. “an allergy caused by dogs”). Similarly, in the CC condition, participants 
were shown concept pairs in a combinational format and after making a sensicality 
judgement, were shown how the combination was sensical or otherwise. Upon com-
pleting this practice session, participants were informed that they were beginning the 
main part of the experiment. The materials were then presented in a random order to 
each participant. 

2.2   Results and Discussion 

A total of 20.5% of trials were omitted from the analysis of the results, 15% in the CC 
condition and 26% in the IC condition. In 11.9% of CC trials and 23% of IC trials the 
incorrect response was given and hence these data were excluded. Responses were also 
eliminated if they were deemed unreasonably fast (0.1% of trials < 400 ms in the CC 
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condition) or slow (1.7% > 4000 ms in the CC condition, 2.5% > 8000ms in the IC 
condition). After this initial elimination process, any remaining response times which 
were more than three standard deviations outside each participant’s mean were also 
excluded. This removed another 1.3% of trials in the CC condition and 0.5% in the IC 
condition. In the CC condition, the mean response time was 1,093; 1145 and 1,254 ms 
for the HH, HL and LH conditions respectively while in the IC condition, the mean 
response time was 1,853; 1,873 and 2,213 ms. Response time was analysed using a 2 X 
3 repeated measures ANOVA, with participants as a random variable, presentation 
method as a between-participants variable and relation type frequency as a within-
participants variable. The ANOVA revealed a main effect of relation frequency, F(2, 
76)  = 7.89, p < .01. There was also a significant main effect of presentation method: 
response times were significantly longer in the IC condition than in the CC condition, 
F(1, 38)  = 15.81, p < .01. Contrary to our hypothesis, there was no significant interac-
tion between method of presentation and relation type frequency, indicating that the 
influence of relation frequency was not affected by method of presentation, F(2, 76)  = 
1.89, p = .16. The mean accuracy rates for the HH, HL and LH in CC condition were 
.93, .87 and .76 respectively while in the IC condition the mean accuracy rates were 
.83, .76 and .64. A second repeated-measures ANOVA revealed a main effect of rela-
tion frequency, F(2, 76)  = 26.21, p < .01, and of presentation method, F(1, 38)  = 
21.17, p < .01. Once again, there was no significant interaction between accuracy and 
method of presentation, F(2, 76) = .20, p = .82, indicating that the pattern of accuracy 
rates was similar for both methods of presentation. 

These results show significant differences in response time and accuracy rates be-
tween the high and low frequency modifier conditions for both the CC and IC condi-
tions. The absence of an interaction between method of presentation and modifier 
relation frequency contradicts our hypothesis that eliminating the influence of statisti-
cal knowledge would mitigate differences in response time. It also suggests that the 
factors influencing response time and accuracy rates are not related to past experience 
of the modifier. Given that relation selection in the IC condition could only be carried 
out based on the semantic representation of the constituent concepts, it appears that the 
variations in response time, equally evident in both conditions, can only be accounted 
for by naturally arising differences in the ease of combining an arbitrary pair of noun 
concepts. 

2.3   Correlation analyses 

In order to determine the contribution of modifier influence towards the overall vari-
ance in response time, we obtained a correlation between response time and relation 
type frequency. Each of the materials was assigned a value corresponding to the rela-
tive frequency with which the modifier was associated with the instantiated relation. 
We used the same frequencies as Gagné and Shoben [2], which they derived by pairing 
91 heads with 91 modifiers. After rejecting uninterpretable combinations, they ana-
lysed the relative frequencies with which the modifiers combined using each of the 
possible relation types. For example, mountain is typically interpreted using the <lo-
cated> relation (e.g. mountain cloud) and according to Gagné and Shoben’s frequen-
cies, the relative frequency of this relation for mountain is .82. Using these values, we 
obtained correlations between response time and relation frequency and between accu-
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racy rate and relation frequency. Neither of the correlations was significant for either 
the CC (r = -.11, p = .58, r = .31, p = .09) or the IC conditions (r = -.24, p = .21, r = 
.28, p = .14), challenging the notion that the relation type frequency of the modifier is 
an important factor in the interpretation process. 

We also examined how well plausibility and familiarity predicted response time 
relative to modifier relation frequency. For these correlations we used the ratings pro-
vided by a group of 30 participants in Wisniewski and Murphy’s re-analysis [7] of 
Gagné and Shoben’s study [2]. The correlations between mean response time and fa-
miliarity and plausibility were highly significant for the CC (r = -.61, r = .56 respec-
tively) and the IC conditions (r = -.57, r = -.58). The correlations between accuracy 
rate and familiarity and plausibility were also highly significant for both the CC (r = 
.69, r = .66) and the IC conditions (r = .72, r = .73).  

The fact that there was no significant correlation between modifier relation fre-
quency and the dependent variables is a strong indicator that past experience of the 
modifier does not have a large influence on ease of interpretation. On the other hand, 
the high correlations involving plausibility and familiarity suggest that these factors 
account for a far greater portion of the variance in response time: stimuli referring to a 
more plausible and familiar concept were interpreted reliably faster and more accu-
rately regardless of being presented as a combination or otherwise. These findings are 
consistent with those of Wisniewski and Murphy’s in [7], which revealed that familiar-
ity and plausibility are the strongest predictors of response time. Because these vari-
ables relate to the combined concept itself, they are thus independent of the method of 
presentation and this might explain how comparable differences were observed in both 
the CC and IC conditions. 

In a further analysis, we investigated how well the ease of finding a relation between 
two separate noun concepts could predict the ease of interpreting the same concepts 
presented as a combination. In order to do this we correlated the two sets of dependent 
variable values from the IC and CC conditions, as both contained the same stimuli. The 
correlation between accuracy rates in the IC and CC conditions was highly significant, 
r = .78. The correlation between response times in both conditions was also significant, 
r = .44. Ignoring two pairs of stimuli for which the correct response was elicited less 
than 25% of the time in the IC condition, the correlation between both sets of response 
times increased to .52, which is considerable given that mean response times are quite 
variable. Placing it in perspective, the corresponding correlation between response 
times in our CC condition and those in Gagné and Shoben’s study [2] was insignifi-
cant, p = .11, r = .30. These correlations indicate that noun pairs that were easy to 
interpret as a combination were also easy to relate when presented as individual noun 
concepts. Similarly, combinations that were often misjudged as nonsense when pre-
sented as a combination were also frequently misjudged when presented as two sepa-
rate concepts. The high correlation between response times in both conditions suggests 
that the search for a linking relation accounts for a significant portion of the variance in 
the ease of interpreting a combination and that relation identification forms a funda-
mental part of the comprehension process. 

At first blush, the strong correlation between familiarity and the dependent variables 
would seem to suggest that the frequency with which speakers are exposed to a certain 
combination directly influences how difficult that combination is to interpret. Cer-
tainly, combinations that are encountered very frequently can be stored as single en-
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tries in the lexicon, thereby obviating the combination process. However, a pair of one-
tailed z-tests revealed no significant differences between the familiarity correlation 
coefficients in the CC condition and those in the IC condition (z = -.23, p = .41, z = -
.22, p = .41 for response time and accuracy correlations respectively). As materials in 
the IC condition were not presented as a combination, this suggests that familiarity of 
the combinational phrases per se was not responsible for the high correlations. As a 
result, it seems unlikely that participants were recalling previous encounters with the 
stimuli, which indeed were relatively novel. 

Given this finding, the influence of familiarity must be due to factors other than 
memory retrieval. One possible explanation is that the familiarity ratings reflect the 
familiarity of the referent concept and not of the phrase itself: such familiarity would 
influence the ease of interpretation of a compound noun phrase whether it was pre-
sented as a combination or not. Another possible explanation is that familiarity cova-
ries with plausibility: combinations which refer to more plausible concepts will happen 
to be encountered more frequently and will thus be rated as more familiar. This possi-
bility is supported by a surprisingly high correlation of .94 between the plausibility and 
familiarity ratings for our materials. As a result, even though familiarity might appear 
to influence response time, this variable might only be a reflection of the referent’s 
plausibility, this being the fundamental factor affecting the ease of interpretation. 

2.4   Method of Interpretation 

Given our results, one might propose that despite our efforts, participants in the IC 
condition were somehow interpreting the modifying nouns in a modifier sense. Several 
findings cast doubt on this possibility. Firstly, a main effect of presentation condition 
was observed and response times in the IC condition were significantly longer than 
those in the CC condition. Moreover, accuracy rates were significantly lower. If par-
ticipants had been processing the word pairs as combinations then overall differences 
in response times or accuracy rates would not have been expected. One might argue 
that statistical knowledge about how a noun concept can be used as a modifier is still 
activated even when that noun is not being interpreted in a modifying role. In order to 
investigate this possibility we ran an analysis of the differences between response times 
to stimuli in the high modifier frequency conditions (HH and HL) and the sensical 
pluralized fillers. According to CARIN, combinations in the HH and HL conditions 
should benefit from statistical knowledge whereas pluralized modifiers should have no 
history because plural nouns like tomatoes are almost never used as modifiers. Despite 
this, we discovered that participants interpreted the pluralized modifiers significantly 
faster than the high modifier frequency stimuli, t(19) = 2.89, p < .01. This is the oppo-
site to what would have been expected had participants been benefiting from the avail-
ability of statistical knowledge. It therefore suggests that the IC materials were evalu-
ated based solely on the semantic representation of the individual noun concepts. 

Despite the fact that the method of presentation did not affect the relative differences 
in response times between the relation type frequency conditions, it is worth noting that 
materials in the IC condition were interpreted reliably slower than those in the CC 
condition (an average of about 1800ms as opposed to 1200ms). This disparity indicates 
that the presence of a combinational syntax greatly enhances the fluency of interpreta-
tion. Although the effect may have been partially due to the unnaturalness of the task, 
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the longer response times in the IC condition suggest that the syntactical constraints 
imposed by having a designated modifier and a designated head are important for fa-
cilitating relation selection: knowing which noun is acting as a modifier greatly speeds 
up the interpretation process. Without the clue afforded by syntax, participants in the 
IC condition may have felt the need to select among a considerably greater number of 
possible relationships, in some of which the first of the two concepts filled a head slot 
and the second filled the modifier slot. Furthermore, the presence of a designated 
modifier may have streamlined the interpretation process as the head concept is typi-
cally evaluated in light of the modifier, thereby obviating the full activation of both 
concepts. In this way, the most relevant features regarding modification can be quickly 
identified while redundant information can be avoided, a process which may not have 
been possible in the IC condition. Considering as an example the stimulus gas lamp, 
participants in the CC condition evaluated the concept lamp in the context of it being 
related to gas, thus arriving directly at the referent concept. On the other hand, partici-
pants in the IC condition may have activated both concepts more fully before searching 
for an appropriate linking relation, thereby triggering a representation of the prototypi-
cal electrical lamp and then being forced to reconsider. 

2.5   Implications for the CARIN theory 

Various probabalistic models of human language comprehension have been pro-
posed in the past, based on the idea that probabilistic information about words, phrases 
and other linguistic structure is represented in the minds of language users and plays a 
role in language comprehension. Indeed, experiments related to general statistical 
language models show that humans are in fact very good predictors of word usage (see 
[3]). This would seem to suggest that prior experience as well as something akin to 
frequency distributions could indeed be a factor in human language processing. Al-
though the current findings challenge the CARIN theory, they do not deny such a pos-
sibility. In certain circumstances, speakers may well be aware of the more typical us-
ages of a modifier and this might affect how a combination is likely to be interpreted 
and hence the level of context that is supplied. However, as an overall theory of con-
ceptual combination, CARIN suffers from several limitations. The relation types sug-
gested by the theory are somewhat arbitrary and ambiguous; many relations cannot be 
satisfactorily classified under CARIN’s taxonomy while others can be placed into 
several categories. In addition, these relation categories sacrifice much of the detail 
and natural variation present, therefore rendering such labels uninformative (see [1]). 
However, CARIN’s greatest inadequacy is that it fails to offer any explanation as to 
how the correct relation is eventually selected. Relation type frequencies alone can 
never suffice, as the interpretation process unavoidably requires the detailed considera-
tion of both constituent concepts.  For these reasons, it seems reasonable to accept that 
differences in ease of interpretation are predominantly dependent on the properties of 
the concepts being combined and indeed, this is the most reasonable explanation for 
our results. 
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3   Conclusion 

Experiment has shown that the differences in response time observed by Gagné and 
Shoben in [2] are not eliminated by presenting stimuli without a modifier-head syntax. 
Because the experiment was designed so that participants would seek relations between 
concepts rather than words, any knowledge about the properties of words was rendered 
useless. As a result, our findings fail to support a central tenet of the CARIN theory, 
namely that ease of interpretation is significantly influenced by the combinational his-
tory of the modifier word. Correlations between modifier relation frequency and the 
dependent variables were not reliable. Conversely, correlations between plausibility 
and familiarity and the dependent variables proved highly significant, suggesting that 
these are far better predictors of ease of interpretation. The fact that the presentation of 
a combination as two individual noun concepts had no reliable influence on the relative 
differences in response times suggests that any factors that do influence interpretation 
are not linked to the combinational format itself but rather to the properties of the con-
stituent nouns being combined. As a result, greater emphasis should be placed on un-
derstanding how the properties of multiple concepts are reconciled rather than focusing 
on how those words have been used in combinations in the past.  

Importantly, this study has demonstrated that concept pairs can be related without a 
modifier-head syntax. The results revealed that the time taken to relate these concepts 
in isolation was a strong predictor of the time taken to interpret the corresponding 
combination. This highlights the important role of relation selection in the interpreta-
tion process and indicates that much of the variance in ease of interpretation can be 
accounted for by the complexity of identifying an appropriate relation. For this reason, 
future research should seek to explain both the process by which a linking relation is 
determined and the way in which a combinational syntax facilitates this process.  
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Abstract. We describe Semantic Equivalence and Textual Entailment Recogni-
tion, and outline a system which uses a number of lexical, syntactic and semantic
features to classify pairs of sentences as “semantically equivalent”. We describe
an experiment to show how syntactic and semantic features improve the perfor-
mance of an earlier system, which used only lexical features. We also outline
some areas for future work.

1 Recognising Semantic Equivalence and Textual Entailment

Our current research focuses on the problem of Recognising Semantic Equiva-
lence and Textual Entailment (RSETE). Two sentences are semantically equiv-
alent if they attempt to convey the same information, or if one is entailed by
the other, i.e., the information conveyed by one is covered by the information
conveyed by the other.

An RSETE system could be applied in a number of Natural Language Pro-
cessing applications:

Summarisation By identifying those sentences which contain the same infor-
mation, we can eliminate redundancies. This means that the summary gen-
erator will reduce the amount of repetition in the resultant summary.

Question–Answering By reformulating the question as a statement, we can
find sentences which match the sentence in the corpus, using RTESE.

Machine–Translation (Evaluation) RTESE could be used to improve the au-
tomated evaluation of MT texts. To date, these are generally based on n-
gram models. RTESE would allow for translations which have the same
meaning but use different words and composition to be recognised.

Query Expansion Having identified semantically similar concepts, we can use
them to add new terms to queries in IR systems to improve retrieval preci-
sion and recall.

Information Extraction By locating texts with similar semantic content, we
can extract information with less reliance on pattern recognition.
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It can be seen that RSETE is a very interesting problem area, and any solu-
tion in the area will have a wide range of applications.

In Section 2, we provide a thorough description of our system, and the fea-
tures used to detect Textual Entailment. Section 3 outlines the corpora we used
for training and testing our classifiers. We also describe the nature of the experi-
ments conducted. The results of these experiments are presented in Section 3.4.
Finally, in Section 4, we give some examples of areas which warrant further
research and development.

2 System Description

Our system uses a decision tree classifier whose features include lexical, se-
mantic and grammatical attributes of nouns, verbs and adjectives to identify an
entailment relationship between pairs of sentences (comprising of a text and an
hypothesis). We generated our classifier from training sets using the C5.0 ma-
chine learning algorithm[10].

The features used are calculated using the WordNet taxonomy [8], the Ver-
bOcean semantic network [1] (developed at ISI) and a Latent Semantic Indexing
[4] technique. Other features are based on the ROUGE(Recall–Oriented Under-
study for Gisting Evaluation) [6] n-gram overlap metrics and cosine similarity
between the text and hypothesis.

Our most sophisticated linguistic feature finds the longest common subse-
quence in the sentence–pair, and then detects contradictions in the pair by exam-
ining verb semantics for the presence of synonymy, near-synonymy, negation or
antonymy in the subsequence.

In addition to these measures, there is also a task feature which identifies
the task definition from which the sentence pair was derived. This allows the
system to build separate classifiers for each task which we hoped would capture
the different aspects of entailment specific to each task.

We investigated the usefulness of a number of distinct features during the
development of our decision tree approach to textual entailment. These features
were developed using the training part of the corpus made available for the PAS-
CAL Recognising Textual Entailment Workshop [2]1. We describe the corpus in
Section 3. Not all of these features were contributing factors in our final classifi-
cation systems, but we list all of them here for the sake of completeness because
some features are combinations of other atomic features. Table 1 gives a list of
the features we used, and their C5.0 data types.

1 The corpus may be downloaded from:
http://www.pascal-network.org/Challenges/RTE/Datasets
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entails boolean, unknown
<rouge> continuous
<wordnet> continuous
LSI continuous
cosine continuous
<verbOcean> continuous
negation t continuous
negation h continuous
negdiff continuous
<lcs> boolean
lcs+not boolean

Table 1. Features used by decision–tree classifier. <name>indicates a tuple of related features.

2.1 Sentence–pair Features

The first of our equivalence features are derived using the ROUGE metrics,
which were used as a means of evaluating summary quality against a set of
human–generated summaries in the 2004 Document Understanding Conference
workshop [7]. The metrics provide a measure of word overlap (i.e. unigram,
bigram, trigram and 4-gram), and a weighted and unweighted longest common
subsequence measure.

The next semantic equivalence feature is calculated using the cosine simi-
larity measure, which calculates the distance (or cosine of the angle) between
the text/hypothesis pair in an n-dimensional vector space.

Using a Latent Semantic Indexing matrix constructed using the DUC 2004
corpus, we attempted to identify words in entailment pairs which have high
cooccurrence statistics. This is an enhancement of the similarity measure given
by the WordNet features, as it matches not only synonymy in the plaintext, but
also uses data from other corpora to identify other latent relationships.

WordNet was used to identify entailment between sentence pairs where
corresponding synonyms are used. Words from the same synset (set of one or
more synonyms, as defined by WordNet) were considered to indicate a greater
likelihood of entailment. We believe that the accuracy of this feature could be
greatly improved by disambiguating the sentence pair before calculating synset
overlap. More specifically, in some instances multiple senses of a single term
could be matched with terms in the corresponding entailment pair, resulting in
sentences appearing more semantically similar than they actually are.

VerbOcean is a lexical resource that provides fine–grained semantic rela-
tionships between verbs. These related verb–pairs were gleaned from the web
using lexico–syntactic patterns that captured 5 distinct verb relationships:

– similar–to (e.g., escape, flee)
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– strength (e.g., kill is stronger than wound)
– antonymy (e.g., win, lose)
– enablement (e.g., fight, win)
– happens–before (marry happens before divorce)

VerbOcean also lists relationship strengths between verb pairs. In our experi-
ments we only use the antonym and similar–to relationships for verb semantics
analysis.

We also identify adverbial negation in the sentences. Adverbial negation
occurs where the presence of a word (e.g., “nor”, “not”) modifies the meaning
of the verb in the sentence. We generate three features from this information:

– negation t counts the number of occurences of adverbial negation in the
text

– negation h counts the number of occurences of adverbial negation in the
hypothesis.

– negdiff is the difference between negation t and negation h.

Examination of the development set suggested that for a significant propor-
tion of sentence pairs, the longest common subsequence 2 is largely similar to
the hypothesis element, i.e. most of the hypothesis is contained in the text ele-
ment. For this feature, we only examined verb semantics in the longest common
subsequence of the two sentences rather than in the full sentences. An example
is shown in Figure 1. There are three variations of this feature: lcs, lcs pos and
lcs neg.

– lcs This feature holds one of three values {−1, 0, 1}, which correspond to
the presence of an antonym, no relationship, or a synonym relationship be-
tween the longest common subsequence of the text and the hypothesis sen-
tence respectively.

– lcs pos and lcs neg are simpler features which indicate the presence of a
synonym relationship, or antonym relationship respectively.

lcs+not is another feature based on the longest common subsequence. It
combines the above lcs features and also looks for the presence of words like
“not”, which reverse the meaning of the sentence. Thus, for example, if an
antonym and “not” occur in a sentence then this is considered to be a positive
indication of entailment. Even though lcs+not is a combination of our lcs fea-
tures we still retain the simpler features as it has been shown that they improve
entailment accuracy.

2 The Longest Common Subsequence of a sentence pair is the longest (not necessarily contigu-
ous) sequence of words which is common to both text and hypothesis.
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id=1954; task=PP; judgement=FALSE
Text: France on Saturday flew a planeload of United Nations aid into eastern Chad where French
soldiers prepared to deploy from their base in Abeche towards the border with Sudan’s Darfur
region.
Hypothesis:France on Saturday crashed a planeload of United Nations aid into eastern Chad

Fig. 1. Longest Common Subsequence. Italics denote the longest common subsequence.

3 Evaluation

3.1 Corpora

We use three corpora for our experiments. The RTE corpus was developed for
the Pascal RTE Challenge [2] (See Figs 1–5 for examples of the sentence–pairs
in the corpus). The corpus consists of three parts: two development sets which
were released for training purposes during the system development stage, and
one large test set used for evaluation of the participating systems. In each set
positive and negative examples were divided into a number of different NLP
tasks where textual entailment is used. These tasks include:

– CD: Comparable Documents
– IE: Information Extraction
– IR: Information Retrieval
– MT: Machine Translation
– QA: Question Answering
– RC: Reading Comprehension
– PP: Paraphrasing

The two development sets contained 287 and 280 sentence–pairs, respec-
tively. The evaluation set contained 800 sentence–pairs. Each sentence–pair
consists of a text and a hypothesis. The sentences come from datasets and cor-
pora pertaining to the different NLP tasks. Some examples are given in Section 4

The second corpus we use was developed by Microsoft Research [3]. It con-
sists of training and test sets which contain 4076 and 1725 pairs, respectively.
The sentences were taken from online news articles which had been clustered
by topic.

Manual investigation of this corpus showed a bias of approximately 2:1 in
favour of positive classification. We have found that any bias in the training data
tends to be reflected in the classifications produced by our system, e.g. the more
negative examples in the training data, the more likely it is that the decision
tree will return a negative classification. To investigate this further, we built a
third corpus by removing positive instances from the MSR corpus until there
were an equal number of positive and negative instances. Our modified corpus
(MSR-5050) contains 2646 pairs.

119



3.2 Evaluation Metrics

We use a simple measure of accuracy to rate system performance. We exam-
ine the output classification of our systems, and determine the number of True
and False classifications and how many of each were correct. We then define
accuracy to be the number of correct classifications as a percentage of the total
number of instances.

3.3 Experimental Methodology

We wished to show that our current system, which focusses on a number of
different aspects of sentence–pairs, is more effective than our previous system
which used only the cosine and LSI features [9]. Therefore, we have two classi-
fiers which model these systems. Both classifiers are trained and tested on each
of the three corpora described above.

3.4 Results

Examining the accuracy results for each corpus (see Table 2), we see that there
is an improvement in performance on each corpus when the additional syntactic
and lexical features are used.

Corpus Original System New System
RTE 52.25% 74.00%
MSR 67.71% 68.75%

MSR-5050 59.71% 63.94%
Table 2. Classifier Accuracy on each corpus, using Original and New features

On the RTE corpus, we achieved an improvement in performance of almost
22% over our baseline entailment system. In contrast, there are relatively mod-
est increases in performance for the MSR and MSR-5050 corpora. This sug-
gests that these corpora contain more challenging instances of entailment than
the RTE dataset. We hope that an in–depth analysis will reveal the differences
between the entailment corpora.

We also note that the MSR-5050 corpus showed a larger rise in performance
(4%) than the 2:1–biased MSR corpus (1%). Since MSR-5050 is a subset of
the latter, this supports our assertion (See end of Section 3.1) that the bias of
the training set is an important factor when using a decision tree classifier for
this task. Since the features we currently use were developed using a balanced
dataset as reference, this is reflected in the different rates of improvement.
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4 Illustrations of System Performance

In this section we discuss, with examples, some common system errors made
by our decision tree classifier.

4.1 Compositional Paraphrases and Syntactic Paraphrases

Recognition of textual entailment is difficult in the case where sentence struc-
ture has been changed (thus nullifying our lcs metrics), or where synonyms are
extensively used (where we must rely on WordNet and VerbOcean to identify
if a relationship exists). It is clear from our system description in Section 2 that
the majority of our features deal with the identification of word–level, atomic
paraphrase units (e.g., child = kid; eat = devour). Consequently, there are a num-
ber of examples where phrasal and compositional paraphrasing has resulted in
misclassifications by our system. Some examples of this are shown in Figure 2.

id=1560; task=QA; judgement=TRUE
Text: The technological triumph known as GPS - the Global Positioning System of satellite-based
navigation - was incubated in the mind of Ivan Getting.
Hypothesis: Ivan Getting invented the GPS.

id=858; task=CD; judgement=TRUE
Text: Each hour spent in a car was associated with a 6 percent increase in the likelihood of obesity
and each half-mile walked per day reduced those odds by nearly 5 percent, the researchers found.
Hypothesis: The more driving you do means you’re going to weigh more – the more walking
means you’re going to weigh less.

Fig. 2. Compositional Paraphrases (misclassified by our system).

Another important type of paraphrase, not addressed explicitly by our sys-
tem, is the syntactic paraphrase (e.g., “I ate the cake” or “the cake was eaten
by me”). However, although we didn’t include a parse tree analysis in our ap-
proach, it appears that the ROUGE metrics (and to some extent the cosine met-
ric) were an adequate means of detecting syntactic paraphrases. The position
of the ROUGE features in high-level nodes in the decision tree confirms that
n-gram overlap is an important aspect of textual entailment, but obviously not
enough on its own.

We also observed that in some cases syntactic paraphrases prevented the
detection of longest common subsequences, and reduced the effectiveness of
features that relied on this syntactic analysis. Consequently, parse tree analysis
and subsequent normalisation of sentence structure could be an effective solu-
tion to this problem.
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4.2 Modifying Pre–Texts and Post–Texts

Our LCS–based features focus, by definition, on the parts of the text and hy-
pothesis which are most common to both.

Overall, our LCS–based features were critical to the classification decision;
however, we did find instances where sentence pairs were misclassified by over–
simplification of the textual entailment task. For example, pair 2028 in Figure 3
shows how the true meaning of the text sentence can extend beyond the longest
common subsequence. In addition, pair 1964 shows how coverage limitations in
the VerbOcean resource resulted in this example being misclassified as negative,
because an antonym relationship between “agree” and “oppose” was not listed.

id=2028; task=QA; judgement=FALSE
Text: Besancon is the capital of France’s watch and clock-making industry and of high precision
engineering.
Hypothesis: Besancon is the capital of France.

id=1964; task=PP; judgement=FALSE
Text: Under the avalanche of Italian outrage London Underground has apologised and agreed to
withdraw the poster.
Hypothesis: London Underground opposed to withdraw the poster.

Fig. 3. LCS features

4.3 Numerical Strings

During our manual examination of the results we also noticed another crucial
analysis component missing from our system: numerical string evaluation. An
example is shown in Figure 4. Future development will focus on a normalisation
method for evaluating numeric values in the entailment pair.

id=828; task=CD
Text: Jennifer Hawkins is the 21-year-old beauty queen from Australia.
Hypothesis: Jennifer Hawkins is Australia’s 20-year-old beauty queen.

id=868; task=CD
Text: Several other people, including a woman and two children, suffered injuries in the incident.
Hypothesis: Several people were slightly wounded, including a woman and three children

Fig. 4. Numerical examples (misclassified by our system)
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4.4 The effectiveness of lcs+not feature

The example in Figure 5 illustrates the effectiveness of our lcs+not feature over-
riding the generally more dominant lcs score. As we can see, there is a strong
overlap between the text and hypothesis. However the presence of the antonym
pair in the middle of the subsequences acts to negate any entailment, and our
system returns a result of “false” in these cases.

id=1432; task=PP
Text: The report faults intelligence agencies for a “lack of imagination” in not anticipating that al
Qaeda could attack the United States using hijacked aircraft.
Hypothesis: The report backs intelligence agencies.

Fig. 5. LCS+not feature in action

Unfortunately, there are a number of similar cases to this in the corpus,
which we classified incorrectly. This may be due to the coverage limitations of
the knowledge repositories we are using (i.e. WordNet, VerbOcean) to recognise
all correct synonym and antonym verb relations.

5 Conclusion

In this paper, we showed how Textual Entailment Recognition can contribute to
various areas of research in Natural Language Processing. We showed that the
syntactic and semantic features provide an improvement in system performance,
compared to the purely lexical features. This was shown to be especially true
for sentence–pairs derived from such tasks as Comparable Documents (CD)
and Paraphrase Acquisition (PP). Future research will focus on deriving new
features which will improve performance further. Some of these will attempt to
overcome some of the problems described earlier.

We also plan to evaluate our system by judging its performance in two
challenging NLP applications: Question–Answering and Multi–document Sum-
marisation. Our aim will be to show that the identification of semantically–
equivalent sentences using our technique can improve the overall performance
of our system on these tasks.
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Abstract. In this paper, we present the HybridTrim system which uses
a machine learning technique to combine linguistic, statistical and po-
sitional information to identify topic labels for headlines in a text. We
compare our HybridTrim system with the Topiary system which, in con-
trast, uses a statistical learning approach to finding topic descriptors for
headlines. The Topiary system, developed at the University of Maryland
with BBN, was the top performing headline generation system at DUC
2004. Topiary-style headlines consist of a number of general topic labels
followed by a compressed version of the lead sentence of a news story.
The Topiary system uses a statistical learning approach to finding topic
labels. We also present a novel approach called HedgeTrim-TF as a base-
line system for improving the HedgeTrimmer algorithm, which is part of
the Topiary system. The performance of these systems is evaluated using
the ROUGE evaluation suite on the DUC 2004 news stories collection.

1 Introduction

A headline is a very short summary (usually less than 10 words) describing the
essential message of a piece of text. Like other types of summary, news story
headlines are used to help a reader to quickly identify information that is of
interest to them in a presentation format such as a newspaper or a website. Al-
though newspaper articles are always accompanied by headlines, there are other
types of news text sources, such as transcripts of radio and television broadcasts,
where this type of summary information is missing. In this paper we present an
approach to headline generation for a single document. This headline generation
task was added to the annual summarisation evaluation in the Document Un-
derstanding Conference (DUC) 2003 [1]. It was also included in the DUC 2004
evaluation plan where summary quality was automatically judged using a set of
word overlap metrics called ROUGE [2].

Eighteen research groups participated in the headline generation task at DUC
2004, Task 1: very short summary generation. The headline system which per-
formed the best was the Topiary system. It generated headlines by combining
a set of topic descriptors with a compressed version of the lead sentence, e.g.
SLOBODAN MILOSEVIC KOSOVO SERB TRIBUNAL: Yugoslavia
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must cooperate. As can be seen these topic descriptors provide the reader with
a general event description while the lead compressed sentence provides a more
focussed summary of the news story. These topic descriptors were automati-
cally identified using a statistical approach called Unsupervised Topic Discovery
(UTD) [3]. The disadvantage of this technique is that meaningful topic descrip-
tors will only be identified if this technique is trained on the corpus containing
the news stories that are to be summarised. In addition, the corpus must contain
clusters of related news stories to ensure that reliable cooccurrence statistics are
generated.

The aim of this paper is to improve Zajic, Dorr and Schwartz’s Topiary-
style parse-and-trim approach to headline summarisation [3]. In this paper we
compare the UTD method with an alternative topic label identifier that can be
trained on an auxiliary news corpus, and observe the effect of these labels on
summary quality when combined with compressed lead sentences. Our topic la-
belling technique works by combining linguistic and statistical information about
terms using the C5.0 [4] machine learning algorithm to predict which words in
the source text should be included in the resultant gist with the compressed lead
sentence. In this paper, we compare the performance of this system, HybridTrim,
with the Topiary system and a number of other baseline gisting systems on a
collection of news documents from the DUC 2004 corpus [1].

We describe the HybridTrim system, Topiary system and our new baseline
HedgeTrim-TF system in more detail in Sections 2, 3 and 4, respectively. The
performance of the HybridTrim and Topiary systems is compared with a baseline
system called TFTrim, which is a term frequency-based approach. The perfor-
mance of the HedgeTrim-TF system is compared with the Trim system [5]. These
systems were evaluated using the ROUGE evaluation metrics on the DUC 2004
collection, and a manual evaluation performed by four human evaluators. The
results of these experiments and our overall conclusions are discussed in Sections
5 and 6, respectively.

2 HybridTrim System

The HybridTrim system uses our implementation of the Hedge Trimmer algo-
rithm [5] and the C5.0 machine learning algorithm to create a decision tree
capable of predicting which words in the source text should be included in the
resultant gist.

To identify pertinent topic labels the algorithm follows a two-step process:
the first step involves creating an intermediate representation of a source text,
and the second involves transforming this representation into a summary text.
The intermediate representation we have chosen is a set of features that we
believe are good indicators of possible ‘summary words’. We focus our efforts on
the content words of a document, i.e. the nouns, verbs and adjectives that occur
within the document. For each occurrence of a term in a document, we calculate
several features: the tf, or term frequency of the word in the document; the idf, or
inverse document frequency of the term taken from an auxiliary corpus [6]; and

126



the relative position of a word with respect to the start of the document in terms
of word distance. We also include binary features indicating whether a word is a
noun, verb or adjective and whether it occurs in a noun or proper noun phrase.
The final feature is a lexical cohesion score calculated with the aid of a linguistic
technique called lexical chaining. Lexical chaining is a method of clustering words
in a document that are semantically similar with the aid of a thesaurus, in our
case WordNet. Our chaining method identifies the following word relationships
(in order of strength): repetition, synonymy, specialisation/generalisation, and
part/whole relationships. Once all lexical chains have been created for a text
then a score is assigned to each chained word based on the strength of the chain
in which it occurs. More specifically, as shown in Equation 1, the chain strength
score is the sum of the strength score assigned to each word pair in the chain.

Score(Chain) =
∑

((repsi + repsj)× rel(i, j)) (1)

where repsi is the frequency of word i in the text, and rel(i,j) is a score assigned
based on the strength of the relationship between word i and j. More information
on the chaining process and cohesion score can be found in [7], [8].

Using the DUC 2003 corpus as the training data for our classifier, we then
assigned each word a set of values for each of these features, which are then
used with a set of gold standard human-generated summaries to train a decision
tree summarisation model using C5.0. The DUC 2003 evaluation provides four
human summaries for each document, where words in the source text that occur
in these model summaries are considered to be positive training examples, while
document words that do not occur in these summaries are considered to be neg-
ative examples. Further use is made of these four summaries, where the model is
trained to classify a word based on its summarisation potential. More specifically,
the appropriateness of a word as a summary term is determined based on the
class assigned to it by the decision tree. These classes are ordered from strongest
to weakest as follows: ‘occurs in 4 summaries’, ‘occurs in 3 summaries’, ‘occurs
in 2 summaries’, ‘occurs in 1 summary’, ‘occurs in none of the summaries’. If
the classifier predicts that a word will occur in all four of the human-generated
summaries, then it is considered to be a more appropriate summary word than
a word predicted to occur in only three of the model summaries, and so on. This
resulted in a total of 103267 training cases, where 5762 instances occurred in
one summary, 1791 in two, 1111 in three, 726 in four, and where finally 93877
instances were negative. A decision tree classifier was then produced by C5.0
based on this training data. To gauge the accuracy of our decision tree topic la-
bel classifier, we used a training/test data split of 90%/10%, and found that on
this test set the classifier had a precision (true positives divided by true positives
and false positives) of 63% and recall (true positives divided by true positives
and false negatives) of 20%.
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3 Topiary System

In this section, we describe the Topiary system developed at the University of
Maryland with BBN Technologies. As already stated, this system was the top
performing headline generation system at DUC 2004. A Topiary-style headline
consists of a set of topic labels followed by a compressed version of the lead
sentence. Hence, the Topiary system views headline generation as a two-step
process: first, create a compressed version of the lead sentence of the source
text, and second, find a set of topic descriptors that adequately describe the
general topic of the news story. We will now look at each of these steps in more
detail.

In [5] Dorr, Zajic and Schwartz stated that when human subjects were asked
to write titles by selecting words in order of occurrence in the source text, 86.8%
of these headline words occurred in the first sentence of the news story. Based
on this result Dorr, Zajic and Schwartz, concluded that compressing the lead
sentence was sufficient when generating titles for news stories. Consequently,
their DUC 2003 system HedgeTrimmer used linguistically-motivated heuristics
to remove constituents that could be eliminated from a parse tree representation
of the lead sentence without affecting the factual correctness or grammaticality
of the sentence. These linguistically-motivated trimming rules [3], [5] iteratively
remove constituents until a desired sentence compression rate is reached.

The compression algorithm begins by removing determiners, time expressions
and other low content words. More drastic compression rules are then applied
to remove larger constituents of the parse tree until the required headline length
is achieved. For the DUC 2004 headline generation task systems were required
to produce headlines no longer than 75 bytes, i.e. about 10 words. The following
worked example helps to illustrate the sentence compression process.1

Lead Sentence: The U.S. space shuttle Discovery returned home this morn-
ing after astronauts successfully ended their 10-day Hubble Space telescope ser-
vice mission.

Parse: (S (NP (NP The U.S. space shuttle) Discovery) (VP returned (NP
home) (NP this morning)) (SBAR after (S (NP astronauts) (VP (ADVP suc-
cessfully) ended (NP their 10-day Hubble Space telescope service mission)))))

1. Choose leftmost S of parse tree and remove all determiners, time expressions
and low content units such as quantifiers (e.g. each, many, some), possessive
pronouns (e.g. their, ours, hers) and deictics (e.g. this, these, those):

Before: (S (NP (NP The U.S. space shuttle) Discovery) (VP returned (NP
home) (NP this morning)) (SBAR after (S (NP astronauts) (VP (ADVP
successfully) ended (NP their 10-day Hubble Space telescope service mis-
sion)))))

1 The part of speech tags in the example are explained as follows: S represents a simple
declarative clause; SBAR represents a clause introduced by a (possibly empty)
subordinating conjunction; NP is a noun phrase; VP is a verb phrase; ADVP is
an adverbial phrase.
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After: (S (NP (NP U.S. space shuttle) Discovery) (VP returned (NP home))
(SBAR after (S (NP astronauts) (VP (ADVP successfully) ended (NP 10-day
Hubble Space telescope service mission)))))

2. The next step iteratively removes constituents until the desired length is
reached. In this instance the algorithm will remove the trailing SBAR.

Before: (S (NP (NP U.S. space shuttle) Discovery) (VP returned (NP
home)) (SBAR after (S (NP astronauts)(VP (ADVP successfully) ended (NP
10-day Hubble Space telescope service mission)))))

After: U.S. space shuttle Discovery returned home.

Like the ‘trailing SBAR’ rule, the other iterative rules identify and remove
non-essential relative clauses and subordinate clauses from the lead sentence.
A more detailed description of these rules can be found in [3], [5]. In this ex-
ample, we can see that after compression the lead sentence reads more like a
headline. The readability of the sentence in this case could be further improved
by replacing the past tense verb ‘returned’ with its present tense form; however,
this refinement is not currently implemented by the Topiary system or by our
implementation of this compression algorithm.

As stated earlier, a list of relevant topic words is also concatenated with this
compressed sentence resulting in the final headline. The topic labels are gener-
ated by the UTD (Unsupervised Topic Discovery) algorithm [3]. This unsuper-
vised information extraction algorithm creates a short list of useful topic labels
by identifying commonly occurring words and phrases in the DUC corpus. So for
each document in the corpus it identifies an initial set of important topic names
for the document using a modified version of the tf.idf metric. Topic models are
then created from these topic names using the OnTopicTM software package.
The list of topic labels associated with the topic models closest in content to the
source document is then added to the beginning of the compressed lead sentence
produced in the previous step, resulting in a Topiary-style summary.

One of the problems with this approach is that it will only produce mean-
ingful topic models and labels if they are generated from a corpus containing
additional on-topic documents on the news story being summarised.

4 HedgeTrim-TF System

The HedgeTrim-TF approach is based on the HedgeTrimmer algorithm, also de-
veloped at the University of Maryland with BBN Technologies [5]. It uses simple
term frequencies to measure terms significance in the document, then the term
frequencies are used as a guide to remove the constituents of the parsed lead sen-
tences. Our previous experiments showed that a TF technique that uses source
document term frequency statistics to identify salient topic labels can outperform
both a knowledge-based NLP approach (using WordNet), and a statistical-based
approach (UTD) requiring additional word frequency and cooccurrence informa-
tion from the entire DUC 2004 corpus [10]. In this experiment, we combine the
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TF technique with a linguistically-motivated heuristic approach since we are
concentrating on sentence extraction rather than word extraction. There are
two major steps to this process. Firstly, the system creates a word list ordered
by frequency. A stopwords list is used to exclude low content words and the
top 10 most frequent words are kept. Secondly, the system creates a compressed
version of the lead sentence of the source text. If one of these words occurs in
the parsed lead sentence when the system applies the HedgeTrimmer algorithm,
then we consider keeping the constituent of the sentence rather than removing
it. The operation of this technique is illustrated in the following example.

Lead Sentence: The United States and Russia are ratcheting up the pres-
sure on President Slobodan Milosevic, warning that NATO airstrikes are in-
evitable unless he takes decisive action soon to end the humanitarian crisis in
the southern Serbian province.

Parse: (S (NP The United States and Russia) (VP are (VP ratcheting up
(NP the pressure on President Slobodan Milosevic, (VP warning (SBAR that
NATO airstrikes are inevitable unless he takes decisive action soon to end the
humanitarian crisis the southern Serbian province))))))

Top 10 TF words: Situation Kosovo Milosevic Airstrikes Nato President
Yugoslavia Defense Takes Holbrooke

HedgeTrimmer: United States and Russia ratcheting up pressure.
HedgeTrim-TF: United States and Russia ratcheting up pressure on Pres-

ident Slobodan Milosevic.
A more detailed description of these rules can be found in [3], [5]. In this

example, we can see that the headline produced by the HedgeTrim-TF system
gives a little bit more information. However, one of the problems with this ap-
proach is that sometimes the compressed sentence is longer than the threshold
(≤ 75 bytes).

5 Evaluation and Results

In this section we present the results of our headline generation experiments on
the DUC 2004 corpus.2 We use the ROUGE (Recall-Oriented Understudy for
Gisting Evaluation) metrics to evaluate the quality of our automatically gener-
ated headlines. In DUC 2004 Task 1, participants were asked to generate very
short (≤75 bytes) single-document summaries for documents on TDT-defined
events.

The DUC 2004 corpus consists of 500 Associated Press and New York Times
newswire documents. The headline-style summaries created by each system were
evaluated against a set of human-generated (or model) summaries using the
ROUGE metrics. The format of the evaluation was based on six scoring metrics:
ROUGE-1, ROUGE-2, ROUGE-3, ROUGE-4, ROUGE-LCS and ROUGE-W.
2 Details of our official DUC 2004 headline generation system can be found in [9].

This system returned a list of keywords rather than ‘a sentence + keywords’ as a
headline. It used a decision tree classifier to identify appropriate summary terms in
the news story based on a number of linguistic and statistical word features.
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The first four metrics are based on the average n-gram match between a set of
model summaries and the system-generated summary for each document in the
corpus. ROUGE-LCS calculates the longest common sub-string between the sys-
tem summaries and the models, and ROUGE-W is a weighted version of the LCS
measure. Thus for all ROUGE metrics, the higher the ROUGE value the better
the performance of the summarisation system, since high ROUGE scores indicate
greater overlap between the system summaries and their respective models. Lin
and Hovy [2] have shown that these metrics correlated well with human judge-
ments of summary quality, and the summarisation community is now accepting
these metrics as a credible and less time-consuming alternative to manual sum-
mary evaluation. In the official DUC 2004 evaluation all summary words were
stemmed before the ROUGE metrics were calculated; however, stopwords were
not removed. No manual evaluation of headlines was performed.

5.1 ROUGE Evaluation Results

Table 1 shows the results of our headline generation experiments on the DUC
2004 collection. Seven systems in total took part in this evaluation, three Topiary-
style headline generation systems and four baselines: the goal of our experiments
was to evaluate linguistically-motivated heuristic approaches to title generation,
and establish which of our alternative techniques for padding Topiary-style head-
lines with topic labels works best.

Since the DUC 2004 evaluation, Lin [11] has concluded that certain ROUGE
metrics correlate better with human judgements than others, depending on the
summarisation task being evaluated, i.e. single document, headline, or multi-
document summarisation. In the case of headline generation, Lin found that
ROUGE-1, ROUGE-L and ROUGE-W scores worked best and hence only these
scores are included in Table 1.

Table 1. ROUGE scores for headline generation systems

Systems ROUGE-1 ROUGE-L ROUGE-W

Topiary-style TFTrim 0.2793 0.2134 0.1260
Systems HybridTrim 0.2736 0.2138 0.1267

Topiary 0.2491 0.1995 0.1189

Baseline Systems TF 0.2443 0.1707 0.0981
(Keywords Extraction) Hybrid 0.2190 0.1760 0.1020

UTD 0.1591 0.1304 0.0780

Baseline Systems HedgeTrim-TF 0.2250 0.1956 0.1163
(Sentence Extraction) Trim 0.2006 0.1825 0.1010

As the results show, the best performing topic labelling techniques are the
TF and Hybrid systems. The TF system is a baseline system that chooses high
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frequency content words as topic descriptors. The Hybrid system is our decision
tree classifier described in section 2. Both these systems outperform the UTD
method. The HedgeTrim-TF system is our new baseline system that uses high
frequency content words as a guide to applying the HedgeTrimmer algorithm to
a lead sentence, as descibed in section 4, and it displays improved performance
over the Trim (HedgeTrimmer algorithm) system.

The top three performing systems in the table combine topic labels with a
compressed version of the lead sentence. Comparing these results to the Trim
system and HedgeTrim-TF system (that both return the reduced lead sentence
only), it is clear that the addition of topic descriptors greatly improves summary
quality. The performance of the baseline TFTrim system and the HybridTrim
system are very similar for all three Rouge metrics; however, both systems out-
perform the Topiary headline generator.

6 Conclusions and Future work

In this paper, we have compared the performance of three Topiary-style head-
line generation systems that use three distinct techniques for ‘padding out’ com-
pressed lead sentences in the automatic generation of news story headlines. The
results of our experiments using the ROUGE evaluation suite indicate that topic
descriptors identified by simple term frequency counts in the source document
outperform either keywords identified by a statistical/linguistic approach to topic
label identification, or statistically-derived topic labels from the DUC 2004 cor-
pus using the UTD algorithm.

In future work, we intend to proceed by improving the sentence compression
procedure described in this paper. We are currently working on the use of term
frequency information as a means of improving the performance of the Hedge
Trimmer algorithm by limiting the elimination of important constituents of the
parse tree during sentence compression.
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Abstract. Global query expansion techniques have long been proposed
as a solution to overcome the problem of term mismatch between a query
and its relevant documents. This paper describes a method which auto-
matically tackles the problems of how to find the best terms for the
expansion of a particular query and secondly, how to weight these terms
for use with the original query. Genetic Programming is used to evolve
schemes for term selection using global (collection-wide) co-occurrence
measures. The schemes evolved are also used to weight the term in the
expanded query as they are a measure of the term’s importance in rela-
tion to the query. As a result, the genetic program has to learn a suitable
scheme for identifying the best correlates for the query concept and also
a scheme that correctly weights these in relation to each other. These
schemes are tested on standard test collections and show a significant in-
crease in performance on the training data but only modest improvement
on the collections that are not included in training.

1 Introduction

Information Retrieval (IR) is concerned with the automatic retrieval of all rel-
evant documents given a user need (query). However, vocabulary differences
between the user and the supplier of information have often lead to a difficulty
in retrieving many documents. Query expansion techniques have long been pro-
posed as a means of overcoming term mismatch between the user’s vocabulary
and the vocabulary of the documents in the collection. Query expansion tech-
niques typically add a number of non-query terms to the original query based on
some heuristics in order to improve the performance of the original query. Typ-
ically, there are two types of query expansion methods; Local (pseudo-relevance
or blind feedback) and Global (automatic thesaurus construction) query expan-
sion techniques. This paper is concerned with the latter. In automatic thesaurus
construction, terms are added to the original query based on their co-occurrence
frequencies with query terms throughout the entire collection.

Recently there have been more and more attempts applying machine learning
techniques to the domain of IR. Genetic Programming (GP) has been adopted
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by some researchers as it has certain advantages over other machine learning
techniques. In particular, GP outputs a symbolic representation of a solution
which can be used in further analysis. As a result, GP solutions are often quite
general and are particularly suited to such problems. Developed in the early
1990’s, the GP area [1] has grown and helped to solve problems in a variety
of domains. GP is inspired by Darwinian theory of natural selection, where
individuals that have a higher fitness value will survive and produce offspring.
GP can be viewed as an artificial way of selective breeding.

This paper presents a Genetic Programming framework that artificially breeds
query expansion selection schemes for use in a standard vector space framework.
The next section introduces some background material in both query expansion
and GP. Section Three describes the system and experimental design. Results
and analysis are discussed in detail in section Four. Finally, our conclusions are
presented in section Five.

2 Background

2.1 Global Query Expansion approaches

Global query expansion approaches analyse the entire document collection and
use co-occurrence relationships between terms to build a matrix of term-term
relationships. Usually, term-term matrices of this type contain weights which
are a measure of how synonymous one term is with another. These matrices
are large and computationally expensive to compute. The matrices are used to
cluster terms based on their co-occurrence data in the hope that terms that
are closer together in this term-space are synonymous. Conceptually, the role of
documents and terms are interchanged in the retrieval model. In essence, docu-
ments become the features of the term. Thus, two terms that appear in the same
document are indexed by a similar feature and are deemed to have some type
of synonymous relationship. Many formulas have been proposed to measure the
association between two terms using co-occurrence data. The similarity between
two terms ti and tj can be determined by evaluating the difference between the
two-vectors

−→
ti = (di1, di2, ..., din) and

−→
tj = (dj1, dj2, ..., djn) in the document

vector space. A simple binary weighting on these document weights would lead
to the following cosine formulation of similarity between two terms:

cos(ti, tj) =
df(ti, tj)

√

df(ti)df(tj)
(1)

where df(ti, tj) is the number of documents in which both ti and tj occur and
df(ti) is the number of documents in which ti occurs. There are many variations
of such formulas which aim to accurately find the best synonyms for a term.
Many approaches have attempted to add the best synonyms for each individual
term in the query to the original query. Many of these approaches have seen
relatively little or no improvement in the retrieval of relevant information over
the original query [2, 3].
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However, independently analysing each query term ignores the concept of the
query. Thus, terms that are selected for expansion based on this type of method
typically have no context related to them (i.e. a term maybe closely related to
one of the query terms but may not be related to the concept of the entire query).
A concept based approach to query expansion has previously been attempted
by promoting terms similar to the entire query by summing the individual as-
sociations for each term in the query [2]. Thus, terms that would be chosen for
expansion would be similar to many terms in the query and thus have a concept
associated with them. In this way the problem of term independence of query
terms is somewhat overcome. This approach was somewhat successful on certain
collections although the baseline weighting scheme used to weight the original
terms in the query was poor as shown by the results on the NPL collection [2, 4].
Other attempts at creating collection dependent automatic thesauri by limiting
the co-occurrence of terms to certain parts of text (e.g. paragraphs, sentences
and phrases) have shown to be somewhat effective [5, 4].

Once terms have been chosen to be added to the original query by some
expansion algorithm, the weight of the terms to be added must be determined.
Term selection and re-weighting are the two main challenges that face global
thesaurus techniques.

2.2 Standard term-weighting approaches

The BM25 weighting scheme, developed by Robertson et al. ([6]), is a weighting
scheme based on the probabilistic model. The weight assigned to a term in the
BM25 scheme is a product of Okapi-tf and idf. Okapi-tf is calculated as follows:

Okapi-tf =
rtf

rtf + k1((1 − b) + b dl
dlavg

)
(2)

where rtf is the raw term frequency and dl and dlavg are the length and average
length of the documents respectively. k1 and b are tuning parameters. The idf
of a term as determined in the BM25 formula is as follows:

idft = log(
N − dft + 0.5

dft + 0.5
) (3)

where N is the number of documents in the document set and dft is the document
frequency of term t. The score for the document d can be calculated as followed:

BM25(Q, d) =
∑

t∈Q∩d

(Okapi-tf × idft × qrtft) (4)

where qrtft is the raw term frequency of t in the query Q. Thus, BM25(Q, d) is
a measure of the similarity between the document d and the query Q.

2.3 Genetic Programming

GP is a heuristic stochastic searching method that is efficient for navigating
large, complex search spaces. The advantage of this evolutionary approach is
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that it can help to solve problems in which the roles of variables are not correctly
understood. GP is often used to automatically derive functions whose variables
combine and react in complex ways.

Initially, a random population of solutions is created. The solutions are mod-
elled as tree-like structures with operators as internal nodes (functions) and
operands as leaf nodes (terminals). These nodes are often referred to as genes
and their values as alleles. Each solution is rated based on how it performs in its
environment. This is achieved using a fitness function. Once this is done, repro-
duction can occur. Solutions with a higher fitness will produce more offspring.
Goldberg uses the roulette wheel example where each solution is represented by
a segment on a roulette wheel proportionately equal to the fitness of the solution
[7]. Reproduction (recombination) can occur in variety of ways. The most com-
mon form is sexual reproduction where two different individuals (parents) are
selected and two separate children are created by combining the genotypes of
both parents. The coded version of a solution is called its genotype, as it can be
thought of as the genome of the individual, while the solution in its environment
is called its phenotype. The fitness is evaluated on the phenotype of a candi-
date solution while reproduction and crossover is performed on the genotype.
Once the recombination process is complete each individual’s fitness in the new
generation is evaluated and the selection process starts again. The algorithm
usually ends when a certain number of generations have been completed, when
convergence of the population has been detected or when an individual is found
with an acceptable fitness.

3 Design and Experimental Setup

3.1 Term-Selection

The GP approach adopted evolves the scheme used to select and weight terms
for use in the expanded query in order to improve the retrieval performance of
the system. For each query expansion scheme, each term in the corpus is rated
based on how close it is to the query concept. The following formula shows the
similarity (or Term Selection Value) between the term t and the entire query Q:

TSV (Q, t) =
∑

q∈Q

(correlationqt × qrtfq) (5)

where Q is the query, q is a query term, t is a non-query term in the corpus,
qrtfq is the raw term-frequency of term q in the query and correlationqt is the
query expansion scheme to be evolved. As a result, correlationqt is a measure
of the degree to which term t and the query term q are related by co-occurrence
measures. By extension, TSV (Q, t) represents the similarity between the entire
query Q and a non-query term t. For each query Q, a number of top terms are
chosen and added to the query vector. The number of terms added to the query
can easily be increased without any change to the formula as terms further down
the ranked list should have less significance in the expanded query as they are
weighted as a function of their TSV (Q, t) value.
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3.2 Term Re-Weighting

We assume that the weight of an expanded term is a function of TSV (Q, t) (i.e.
the similarity of that term to the query). It is also logical to assume that the
weight of the expansion term is also related to the weighting scheme applied to
the original query terms (i.e. a tf-idf type scheme). Thus, the following formula
is how our system scores the complete expanded query (EQ) in relation to a
document d:

sim(EQ, d) = BM25(Q, d) +
∑

t∈E

TSV (Q, t) × Okapi-tf × idft (6)

where EQ is the expanded query, Q is the original query, E is the set of
expansion terms. Thus, a weighting of 1 for TSV (Q, t) would indicate that the
expansion term t is as important as if it had occurred in the original query. In
this way the GP can also learn the correct weighting for expansion terms.

3.3 Document collections and preprocessing

The document collections used in this research are the Medline, CISI, Cranfield,
NPL, LISA and OHSUMED collections1. Only the first 30 queries for the CISI
and Cranfield collections are used as efficiency is of prime concern. The largest
collection (OHSU88) is a subset of document of the full OHSUMED collection.
It consists of half of the documents from the 1988 collection. All documents
and queries are pre-processed by removing standard stop-words and stemmed
using Porter’s stemming algorithm [8]. The weighting scheme applied to the
query terms is a relative term frequency weighting scheme. All queries with no
relevant documents are ignored by the system.

Global query expansion techniques are computationally intensive. We reduce
the number of terms in the collection by using a feature selection technique which
reduces the number of the terms in each corpus to roughly 25%. We eliminate
all dilute terms (i.e. terms whose document frequency equals its collection fre-
quency). This has been shown to be a characteristic of evolved weighting schemes
on both small and large collections [9]. Typically, this eliminates terms of a low
frequency and variations have been used in other feature extraction techniques
like document frequency thresholding. Table 1 shows the characteristics of the
document collections after preprocessing and feature selection.

3.4 Terminal and Function set

To determine the terminal and function set, it is neccessary to consider the char-
acteristics of the documents in which the query terms and possible expansion
terms co-occur in the entire corpus. It is also important to consider the charac-
teristics of each query term and each possible expansion term independently in
the entire corpus. Table 2 shows the terminal set chosen. This set is divided into

1 http://www.dcs.gla.ac.uk/idom/ir resources/test collections/
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Table 1. Characteristics of document collections

Collection Docs Terms Reduced Terms Avg Len Qrys Avg len

Medline 1,033 10,975 3,614 56.8 30 11
Cranfield 1,400 9,014 2,518 59.6 30 8.3
CISI 1,460 8,342 2,110 47.8 30 7.56
LISA 6,004 16,168 4,411 36.3 35 6.78
NPL 11,429 7,759 2,468 18.78 93 6.78
OSHU88 35,412 113,145 31,496 48.03 61 5.05

two parts in order to draw attention to the source of information for the chosen
terminals. The top half of the table shows collection-wide statistics for both the
query term q and the possible expansion term t independently of each other.
The bottom part of the terminal set shows measures of the set of documents in
which both the query term q and possible expansion term t co-occur. We will
define the set of documents in which both t and q occur as Cqt.

Table 2. Terminal Set

Terminal Description

1 the constant 1
0.5 the constant 0.5
cfq frequency of a query term (q) in the collection
cft frequency of a non-query term (t) in the collection
dfq no. of documents a query term (q) appears in
dft no. of documents a non-query term (t) appears in
N no. of documents in a collection
S no. of words in the collection
|Q| no. of terms in the query Q

binqt no. of documents in Cqt

prodqt sum of the product of the term-frequencies in Cqt

minqt sum of the minimum of the term-frequencies in Cqt

sumqt sum of the sum of the term-frequencies in Cqt

cofq sum of the term-frequencies for q in Cqt

coft sum of the term-frequencies for t in Cqt

Wqt total no. of words in Cqt

For the set of documents in which two terms co-occur, we combine the within-
document (local) measures for those terms in an intiutive manner. For example
the prodqt measure is often used to measure the correlation between two terms
and is calculated as follows:

prodqt =
∑

d∈N

(tfdq × tfdt) (7)
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where tfdt is the term-frequency of t in document d. The binqt measure is
calculated similary assuming a binary weighting on the within-document term-
frequencies. The minqt measure is the sum of the intersection (or minimum) of
the term-frequencies.

Table 3. Function Set

Function Description

+, ×, /, - standard arithmetic functions
log the natural log√

square-root function

sq square

3.5 Fitness Function

The mean average precision (MAP), used as the fitness function, is calculated
for each scheme by comparing the ranked list returned by the system for each
query expansion scheme against the human determined relevant documents for
each query. Mean average precision is calculated over all points of recall and is
frequently used as a performance measure in IR systems as it provides a measure
of both the accuracy and recall of the retrieval system.

3.6 GP Parameters

All experiments are run for 70 generations with an initial population of 2000.
Populations of less than 500 for this problem converge prematurely as the ter-
minal set is quite large. Experimental analysis shows us that the population
converges before 70 generations when using the largest terminal and function
set. The solutions are trained on an entire collection and query set. They are
then tested for generality on the collections that were not included in training.
Trees are limited to a depth of 10. The aim is to discover general natural lan-
guage characteristics for query expansion that will aid retrieval performance. We
evolve these term-selection schemes by adding the top 8 terms to the original
query.
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4 Results and Analysis

4.1 Evolved Term Selection Schemes

We evolved solutions on the three smaller collections. The best solution for each
collection was chosen for evaluation on previously unseen data. These solution
will be refered to as the Medline, CISI and Cranfield solutions for the remainer
of this paper. The CISI solution (8) and Cranfield solution (9) evolved are shown
as an example of the solutions found.

correlationqt =
minqt

(rdft × log(cft)) +
√

sumqt × cfq

(8)

correlationqt =
scfq + binqt

(((((binqt/Wqt) × (0.5 + rdft)) × N) + scfq)/(log(prodqt))) + Wqt

(9)
Table 4 shows the MAP for the original query and the expanded queries on

all the collections included in this research. From an evaluation perspective the
most important collections are those which are not included in training.

Table 4. MAP for expanded queries using best evolved solutions

Solution

Collection Docs Qrys BM25 CISI Medline Cranfield

CISI 1,460 30 19.51% 23.37% 20.18% 20.40%
Medline 1,033 30 53.51% 55.63% 65.37% 56.50%
Cranfield 1,400 30 38.43% 36.60% 39.73% 41.61%

LISA 6,004 35 35.01% 36.43% 35.37% 34.25%
NPL 11,429 93 28.75% 29.01% 28.74% 28.77%
OHSU88 35,412 63 23.25% 24.33% 21.78% 23.43%

Firstly we can see that there is a significant increase in MAP on the Med-
line collection when using the solution specific to that collection. This confirms
previous concept-based approaches [2] which also show a similar increase on this
collection. However, this Medline solution seems to be specific to the collec-
tions as there is no substantial improvement on other collections. The CISI and
Cranfield solutions do not achieve as high an average precision on the Medline
collection as the Medline solution does on its own training data. The solution
found on the CISI collection is the only solution that increases average precision
on all three larger collections.

4.2 Increasing Terms added to Queries

To determine whether adding only 8 terms to each query is sufficient to learn
a general term clustering algorithm, we calculated the MAP for the evolved
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formulas for expanded queries of various lengths. This is investigated as previous
research recommends expanding the query by up to 100 terms [2]. This amount
of expansion is computationally very expensive and rather unrealistic in a real IR
setting. Table 5 shows the MAP of the evolved formulas tested on their training
data adding a varying number of terms. We see that, in general, adding more
terms does not significantly increase or decrease the MAP of the queries.

Table 5. MAP for different length expanded queries

Terms Added to each query

Collection Docs Qrys BM25 Top 8 Top 16 Top 24 Top 32 Top 40 Top 48 Top 96

CISI 1,460 30 19.51% 23.37% 23.68% 23.77% 23.35% 23.43% 23.41% 22.40%
Medline 1,033 30 53.51% 65.37% 65.62% 66.36% 66.46% 66.38% 66.32% 66.30%
Cranfield 1,400 30 38.43% 41.61% 41.56% 41.17% 40.79% 40.62% 40.96% 38.23%

Table 5 indicates that the schemes learned for the respective collections cor-
rectly weight the quality of each expanded term. As an example, we take two
queries from the Medline collection and look at the weights assigned to the top
8 most similar terms according to the Medline solution. The 21st Medline query
which is stemmed to the following stems:

Medline Query 21: {languag develop infanc pre-school ag}

and has its 8 most similar terms, according to the Medline solution, shown in
Table 6. Similarly, the 23rd query which is preprocessed to the following:

Medline Query 23: {infantil autism}

is also shown in Table 6.

Table 6. Scores for Expansion terms for two sample queries

Query 21 Query 23

Terms TSV Score Terms TSV Score

deaf 0.891525 autist 2.12915
children 0.659627 mental 1.17509
learn 0.645482 child 0.733794
speech 0.497686 children 0.606834
word 0.356095 schizophrenia 0.569791
impair 0.323454 contact 0.407135
spoken 0.314593 symptom 0.324127
teach 0.302923 situat 0.27934
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From these tables we can see that the evolved schemes can promote terms
which seem to be related to the query concept and provides a weighting which is
related to the quality of the expansion term. It can also promote different forms
of query terms that Porter’s stemming algorithm has failed to conflate. However,
although solutions can be evolved that correctly find good expansion terms for
a query, these solutions seem to be domain specific.

5 Conclusion

The results of this approach seem to confirm many previous approaches in that
global co-occurrence data is unlikely to bring about a substantial general increase
in the performance of IR systems [3]. However, we have learned domain specific
formulas for finding good expansion terms. Importantly, the approach adopted
also learns a mechanism for weighting these terms in relation to the original query
without having to develop the weighting of such expansion terms analytically.
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Abstract. Information Retrieval (IR) forms the basis of many informa-tion management tasks. Information management itself has become anextremely important area as the amount of electronically available infor-mation increases dramatically. There are numerous methods of perform-ing the IR task both by utilising di�erent techniques and through usingdi�erent representations of the information available to us. It has beenshown that some algorithms outperform others on certain tasks. Verylittle progress has been made in fusing various techniques to improvethe overall retrieval performance of a system. This paper introduces aProbability-Based Fusion technique probFuse which shows initial promisein addressing this question. It also compares probFuse with the commonCombMNZ data fusion technique.

1 Introduction
Numerous Information Retrieval models have been proposed to solve the problem
of identifying documents in a collection that are relevant to given queries. In
recent years, much research has been conducted into what has become known
as data fusion or collection fusion [1]. Data fusion involves the combination of
results from di�erent sources, using any information that is available, in order
to obtain results which are superior to those of any of the individual sources.

In order to achieve this, a number of solutions have been proposed to achieve
high-performance data fusion. Some of these rely on the relevance scores pro-
vided by the individual retrieval sources, some make use of the ranking of the
individual result sets alone and others introduce weighting to create a bias to
favour some sources over others. In many cases, such research has been in the
context of metasearch engines [1], which involve the fusion of result sets produced
by distinct, autonomous IR systems.

This paper is organised as follows: in section 2, we provide a brief overview of
some of the approaches that have been taken by others in solving the data fusion
problem in the past. Section 3 details the problem in question. In section 4 we
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introduce the probFuse algorithm, a probability-based approach to data fusion.
Section 5 describes the results of running probFuse on a number of collections,
along with a comparison with the popular CombMNZ fusion technique. Finally,
section 6 deals with conclusions and future work.

2 Prior Work

An early, simple method of merging distinct result sets is to interleave the results
in round-robin fashion [1], whereby the first-ranked documents are placed at the
beginning of the merged set, followed by the second-ranked documents and so
on. The effectiveness of this method is largely dependent on the rather naive
assumption that each server returns results of equal quality and an empirical
study [2] demonstrates a 40% degradation in effectiveness when compared to
the performance of a single centralised collection.

A number of later approaches rely on the relevance scores assigned by each
retrieval technique to each document in order to rank those documents appropri-
ately [3] [4]. The relevance scores returned by each IR model are not necessarily
comparable in their raw form, since each will typically return scores in different
ranges. In order to compare these scores in a meaningful way, it is necessary to
normalise them, so that they lie within a common range.

A number of fusion techniques based on normalised scores were proposed by
Shaw and Fox [5]. These included CombSUM, in which the ranking score for
each document is the sum of the normalised scores returned by the individual
techniques, and its variant CombMNZ, which introduces a bias in favour of doc-
uments which are judged relevant by a higher number of individual techniques.
CombMNZ has become the standard data fusion technique [6] [7], as it has been
shown to outperform the other techniques they proposed. In particular, Lee [8]
was able to achieve significant improvements by using CombMNZ.

A Linear Combination model has been used in a number of studies [9] [10].
Here, each individual source is assigned a weight, based on past performance.
Each document’s ranking score is then calculated based both on this weight and
the estimation of relevance it receives from each source. Vogt and Cottrell made
use of training methods to find optimal values for these weights.

Another training-based technique is proposed by Voorhees et. al. in [2]. For
each query, they assigned a weight to each seperate collection based on the
prior performance of clusters of similar queries. This allowed them to select
more documents from the result set returned by the collection with the highest
weighting.

Montague and Aslam have developed the Borda [7] and Condorcet [11] voting-
based fusion techniques. They make use of two algorithms that were developed
in the 18th century to address shortcomings in the straight vote system for elec-
tions in where there were more than two candidates. Applying these algorithms
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to fusion they were able to achieve improved results using the document rank-
ings alone, ignoring estimations of relevance returned by the underlying sources.
They also produced a weighted variation of each technique, which, like other
weighted techniques, uses training data on past performance to calculate the
appropriate weights.

Beitzel et. al. [6] argue that the task of fusing result sets from different tech-
niques within the same system is different to the meta search task. They claim
that CombMNZ’s effectiveness is largely attributable to differences between the
autonomous IR systems, such as different stopword lists, different stemming
algorithms and relevance feedback. In addition, they argued that Lee’s improve-
ments were likely to have arisen because of an increase in overall recall, given that
his approach was specifically designed to retrieve documents of different types.
Therefore, they claim that CombMNZ’s use for fusing result sets produced by
the same IR system is limited.

3 Problem Description

The characteristics of fusion are outlined by Vogt and Cottrell [9]. If the individ-
ual sources are retrieving different documents, this is likely to increase recall (the
fraction of total relevant documents that have been retrieved). They describe this
as the “Skimming Effect”, as a fusion technique would “skim” the top-ranked
documents from each result set, since the highest density of relevant documents
is most likely to appear there. They also describe the “Chorus Effect”, in which
several retrieval sources are in agreement that a document is relevant. In situa-
tions where this agreement is correct, fusion techniques which attach a greater
significance to documents which are common to multiple sources will perform
well. This has been shown to have a significant effect by the research involving
the CombMNZ algorithm.

They also identify a “Dark Horse Effect”, in which one retrieval approach
returns results of a much different quality than the others. This may either be
the returning of unusually accurate or inaccurate relevance judgments. Vogt and
Cottrell note that the Chorus and Dark Horse effects are somewhat contradictory
in nature, with the former encouraging fusion techniques to take as many sources
into account when fusing and the latter suggesting that a single technique may
provide the best performance.

If we have a system in which we use multiple IR models, it is likely that
different models will perform better on different queries. In addition, it is unlikely
to be possible to identify which technique will produce the best performance on
any specific query. For these reasons, it is desirable to be able to combine the
results returned by each model in order to achieve results that are superior to any
of the individual techniques. An acceptable minimum performance level would
be to match the best performing technique for each query. When evaluating our
probFuse algorithm in section 5, we use the maximum precision achieved by any
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single technique at each point of recall as the benchmark to be improved upon.
An ability to improve upon this benchmark supports the case in favour of fusion,
rather than merely creating an algorithm to attempt to select the best individual
technique for a given query.

4 Probability-Based Fusion

In this section, we describe probFuse, a probability-based approach to fusing
results from different Information Retrieval models within the same system.
Using this approach, each document contained in any of the individual result
sets to be fused is assigned a score, based on its probability of relevance, which
is used in ranking the documents in the final, fused result set.

In order to calculate this probability, each result set is divided into x seg-
ments. Using a training set comprising t% of the queries available, the probability
of relevance for each segment must be calculated.

In a training set of Q queries, P (dk|m), the probability that a document d
returned in segment k is relevant, given that it has been returned by retrieval
model m, is given by:

P (dk|m) =

∑Q
q=1

|Rk,q|
|k|

Q
(1)

where |Rk,q| is the number of documents in segment k that are relevant to
query q, and |k| is the total number of documents in segment k.

This probabilty should be calculated for each segment in each retrieval model.

The ranking score Sd for each document d is given by

Sd =
M∑

m=1

P (dk|m)
k

(2)

where M is the number of retrieval models being used, P (dk,m) is the prob-
ability of relevance for a document dk that has been returned in segment k in
retrieval model m, and k is the segment that d appears in (1 for the first seg-
ment, 2 for the second, etc.). For any technique that does not return document
d in its result set at all, P (dk|m) is considered to be zero, in order to ensure
that documents do not receive any boost to their ranking scores from techniques
which do not return them as being judged relevant.

Using the segment a document is returned in, rather than the specific rank,
recognises that different queries will likely result in result sets of varying lengths,
depending on how common the terms in the query are. For example, a document
ranked 10th in a 20-document result set is less likely to be relevant than the 10th
in a 200-document result set.
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This approach strives to balance the three effects identified by Vogt and
Cottrell. Firstly, by considering the probability of relevance, we make use of the
Dark Horse effect, by attaching a greater importance to techniques which are
more likely to return relevant documents in particular segments. By using the
sum of the scores from each individual technique, rather than the maximum, we
make make use of the Chorus effect. Finally, the division by k attaches a greater
weight to documents returned near the beginning of the result set, where re-
trieval techniques will typically have their highest density of relevant documents
(Skimming Effect).

5 Experiment and Evaluation

In this section, we describe a number of experiments which were run in order to
test the effectiveness of the probFuse algorithm. Firstly, we use various training
set sizes and x values (the number of segments each result set should be divided
into) in order to find optimal values for each. Once these have been identified,
we compare the results with that of Shaw and Fox’s CombMNZ algorithm.

The experiments were run over four document collections: Cranfield, LISA,
NPL and Med. The characteristics of each collection are outlined in Table 1.
Initially, the queries for each collection were arranged in a random order. Once
this was done, this order was maintained for each experimental run, in order to
eliminate inconsistencies of results due to a change in the ordering of the queries.
We then obtained the result sets to be fused using three Information Retrieval
models: the Vector Space Model [12], the Extended Boolean Model [13] and the
Fuzzy Set Model [14]. We then ran probFuse on each, using various training set
sizes and x values.

Collection Documents Queries

Cranfield 1,400 225
LISA 5,872 35
Med 1,033 30
NPL 11,429 93

Table 1. Characteristics of Document Collections Used

The training set sizes used ranged from 10% to 90% inclusive, in intervals of
10 percentage points. For each of those training set sizes, we ran probFuse with
x values of 2, 4, 6, 8, 10, 20, 30, 40 and 50.

In order to evaluate the performance of our experiments, we firstly calculated
the interpolated precision at the 11 standard recall levels [14] (0% to 100%
inclusive, at intervals of 10 percentage points) for the result set returned for
each document collection by each individual retrieval model and also for the
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fused result set. Once this is done, ∆Pc, the mean difference in precision for
collection c is given by

∆Pc =
∑R

r=1 Pf,r − MAX(Pc,r)
R

(3)

where R is the number of standard recall levels, Pf,r is the precision of
the fused result set at recall level r and MAX(Pc,r) is the maximum precision
obtained by any single retrieval model on collection c at recall level r. The single
value used in Figures 1 and 2 is the average ∆Pc across all four collections.

Figure 1 shows the change in average precision for the various values of x
and t with each line representing a particular training set size. The poorest-
performing training set sizes are 10% and 90%, demonstrating that training set
sizes that are either very large or very small will lead to poor performance. Using
a training set size of 50% results in the best performance for all but one value
of x.

Fig. 1. Mean difference in precision for different training set sizes

In Figure 2, each line represents the change in average precision for a par-
ticular value of x. The worst-performing x value is 2. At this value, probability
of relevance is assigned to a document based on whether it appears in the first
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half or the second half of a result set. Increasing values for x produce superior
results, to a point, with x values of 10 and 20 showing the highest mean precision
increase.

Fig. 2. Mean difference in precision for different values of x

From these two graphs, we can see that the best performance is achieved
using a training set size of 50% and dividing each result set into 20 segments.

Having identified the best perfoming combination of x and t values, we then
performed a comparison of those results and the CombMNZ algorithm. The
CombMNZ algorithm is based on the relevance scores assigned to each document
by each retrieval model. However, the raw scores returned by each model are
not necessarily directly comparable, so it is necessary to normalise them. Lee’s
implementation of CombMNZ normalised scores using

normalised sim =
unnormalised sim − min sim

max sim − min sim
(4)

where max sim and min sim are the maximum and minimum score, respec-
tively, that are actually seen in the retrieval result. Once the scores have been
normalised, the CombMNZd, the CombMNZ ranking score for any document d
is given by
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CombMNZd =
S∑

s=1

Ns,d ∗ |Nd > 0| (5)

where S is the number of result sets to be fused, Ns,d is the normalised score
of document d in result set s and |Nd > 0| is the number of non-zero normalised
scores given to d by any result set.

probFuse CombMNZ

Cranfield +1.92** -1.48*
LISA +3.09** +2.24
Med +3.48 +3.07
NPL +4.80** +4.13**

Max +4.80 +4.13
Min +1.92 -1.48
Avg +3.32 +1.99

Table 2. Comparison of the mean difference in precision achieved by the probMerge
and CombMNZ algorithms for each collection. Entries with a “*” are significant for a
significance level of 5%. Entries with a “**” are significant for a significance level of
1%, as calculated by the Wilcoxon test

Table 2 shows a comparison in the mean difference in precision for probFuse
and CombMNZ, where probFuse uses a training set of 50% and an x value of
20. As the first half of the collection is being used solely as training data by
probFuse, we have ignored it for the purposes of CombMNZ, so that we are
comparing the two algorithms’ performance over the same queries. The table
shows the mean difference in precision both for each collection individually and
as an overall average. The table shows us that probFuse outperforms CombMNZ
on each collection, and that the use of CombMNZ actually causes a significant
reduction in performance when applied to the Cranfield collection. For all col-
lections except Med, probFuse shows highly significant improvements over the
maximum precision values of the individual techniques. In contrast, CombMNZ
only achieves significant improvements for the NPL collection.

Figure 3 illustrates the performance of probFuse and CombMNZ on the Cran-
field collection. It shows the interpolated precision at the standard recall levels
for each individual technique, as well as for each fusion technique.

6 Conclusions and Future Work

In this paper, we have proposed a new data fusion technique, probFuse. Using
this algorithm, documents are ranked based on their probability of relevance. In
experiments on small collections, probFuse shows initial promise, outperforming
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Fig. 3. Interpolated Precision graph for the Cranfield Collection

the best performance of any of the individual retrieval models that we used,
namely the Vector Space Model, the Fuzzy Set Model and the Extended Boolean
Model. It also was shown to produce superior results to the popular CombMNZ
algorithm.

While probFuse shows promise on these small collections, it remains to be
seen whether the increase in retrieval effectiveness achieved on small collections
can be replicated on larger document collections, such as data from the Text
REtrieval Conferences (TREC), which is widely used to evaluate fusion tech-
niques.

References

1. Voorhees, E.M., Gupta, N.K., Johnson-Laird, B.: The collection fusion problem.
In: Proceedings of the Third Text REtrieval Conference. (1994)

2. Voorhees, E.M., Gupta, N.K., Johnson-Laird, B.: Learning collection fusion strate-
gies. In: SIGIR ’95: Proceedings of the 18th annual international ACM SIGIR
conference on Research and development in information retrieval, New York, NY,
USA, ACM Press (1995) 172–179

3. Selberg, E., Etzioni, O.: The MetaCrawler architecture for resource aggregation
on the Web. IEEE Expert (1997) 11–14

155



4. Howe, A.E., Dreilinger, D.: SAVVYSEARCH: A metasearch engine that learns
which search engines to query. AI Magazine 18 (1997) 19–25

5. Shaw, J.A., Fox, E.A.: Combination of multiple searches. In: Proceedings of the
2nd Text REtrieval Conference. (1994) 243–252

6. Beitzel, S.M., Jensen, E.C., Chowdhury, A., Grossman, D., Frieder, O., Goharian,
N.: Fusion of effective retrieval strategies in the same information retrieval system.
J. Am. Soc. Inf. Sci. Technol. 55 (2004) 859–868

7. Montague, M., Aslam, J.A.: Condorcet fusion for improved retrieval. In: CIKM ’02:
Proceedings of the eleventh international conference on Information and knowledge
management, New York, NY, USA, ACM Press (2002) 538–548

8. Lee, J.H.: Analyses of multiple evidence combination. In: SIGIR ’97: Proceedings
of the 20th annual international ACM SIGIR conference on Research and devel-
opment in information retrieval, New York, NY, USA, ACM Press (1997) 267–276

9. Vogt, C.C., Cottrell, G.W.: Fusion via a linear combination of scores. Inf. Retr. 1
(1999) 151–173

10. Bartell, B.T., Cottrell, G.W., Belew, R.K.: Automatic combination of multiple
ranked retrieval systems. In: SIGIR ’94: Proceedings of the 17th annual interna-
tional ACM SIGIR conference on Research and development in information re-
trieval, New York, NY, USA, Springer-Verlag New York, Inc. (1994) 173–181

11. Aslam, J.A., Montague, M.: Models for metasearch. In: SIGIR ’01: Proceedings
of the 24th annual international ACM SIGIR conference on Research and devel-
opment in information retrieval, New York, NY, USA, ACM Press (2001) 276–284

12. Salton, G., Lesk, M.E.: Computer evaluation of indexing and text processing. J.
ACM 15 (1968) 8–36

13. Salton, G., Fox, E.A., Wu, H.: Extended boolean information retrieval. Commun.
ACM 26 (1983) 1022–1036

14. Baeza-Yates, R.A., Ribeiro-Neto, B.: Modern Information Retrieval. Addison-
Wesley Longman Publishing Co., Inc., Boston, MA, USA (1999)

156



 
 
 
 

Natural Language and 
Intelligent Multi-Media

157



 

158



Integrating Visual and Linguistic Salience for
Reference Resolution

John Kelleher

German Research Center for
Artificial Intelligence (DFKI)

Saarbrücken, Germany
kelleher@dfki.de

Abstract. This paper presents a reference resolution framework for vi-
sually situated discourse. The approach taken positions salience, both
visual and linguistic, as the fundamental factor in reference resolution.
Essentially, resolving a linguistic reference involves modifying the spread
of salience across the set of objects in the context to reflect the prefer-
ences encoded in the reference and then selecting the most salient element
in the resulting context.

1 Introduction

The goal of the CoSy1 project is to develop an architecture for an embodied
cognitive agent that can interact through natural language. The LIVE framework
[1] has been adopted as a testbed and prototyping tool for parts of the developing
architecture. The LIVE framework provides a virtual reality simulation with a
natural language interface. The work presented in this paper investigated how
the agent should resolve visually situated references. For example, using Figure
1 as the visual context how should the system interpret the red house in (1) and
the tree to the left of it in (2). Moreover, how do these interpretation processes
relate to each other. The reference it presupposes a linguistic context and cannot
be resolved without knowledge of it, while the red house and the tree to the left
of it both denote objects that have not previously been referred to.

1. make the red house green
2. make the tree to the left of it bigger

Overview §2 reviews previous work on visual and linguistic salience. §3
presents the data structures and the algorithms used by the frameowork. §4
illustrates the functioning of the framework with a worked example. The paper
finishes with conclusions.

1 EU FP6 IST Cognitive Systems Integrated project Cognitive Systems for Cognitive
Assistants (CoSy) FP6-004250-IP.
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2 John Kelleher

Fig. 1. Visual context. H1 = red, H2 = green. Fig. 2. Resulting visual context.

2 Related Work

2.1 Modelling Visual Salience

Studies of visual attention, for example [2–5], indicate that both bottom-up
and top-down processes influence visual attention. Bottom-up processing guides
visual attention based on image-based low-level cues and gaze. Top-down pro-
cessing is driven by factors such as agent intention. Indeed, the results of several
eye-tracking experiments, for example [6, 3, 7], indicate that language compre-
hension is one of the top-down processes influencing visual attention.

Most previous computational models of visual attention focus on bottom-
up processing, see [8] and [9] for recent reviews. In most of these models of
attention several feature maps (such as colour, intensity etc.) are computed in
parallel across the visual field and these are then combined into a single saliency
map. Then a selection process deploys attention to locations in decreasing order
of salience. In [10] a simple bottom-up model of visual attention that worked
in simulated 3D environments was presented. This paper adapts this model and
uses it to model basic visual salience.

2.2 Linguistic Salience

There is a substantial research literature on the topic of linguistic salience. Some
of this work has formulated linguistic salience in terms of hierarchical recency
[11–13]. These hierarchical models of discourse structure maintain a tree struc-
ture representation of the discourse. The representation of a previous utterance
is hierarchically recent to the current utterance if it is adjacent to the current
utterance within this tree structure. However, linear recency (i.e. recency of
mention) is the fundamental factor influencing linguistic salience and, several
framework have been proposed that model linguistic salience in terms of lin-
ear recency [14–18]. To a first approximation the basic idea underlying these
methods is similar: among the available potential referents, the more recently a
referent has been mentioned the more salient it is in the linguistic discourse.
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3 Approach

The approach to reference resolution proposed in this paper involves modifying
the spread of salience across the set of objects in the context and then selecting
the most salient element in the resulting context. This approach treates the
semantics of a linguistic reference as a set of instructions that specifies how the
spread of salience across the set of objects within the context should be modified
before the selection of the referent. These instructions take the form of selectional
preferences encoded within the reference. For example, the definite noun phrase
the red house informs the hearer that they should increase the salience of all the
red objects and all the objects of type house in their model of the joint attention
context.

The framework distinguishes three levels of salience for each object:

1. basic visual salience and linguistic salience,
2. modality specific reference relative visual and linguistic salience,
3. cross-modal reference relative salience.

Level 1 models the prominence of objects due to bottom-up visual cues and pre-
vious discourse. Level 2 models the prominence of an object relative to the task
of interpreting a particular reference. These reference based saliency scores are
calculated for each object by combining its basic level salience in each modality
with a rating of how well the object fulfills the selectional preferences encoded in
the reference. Level 3 represents the objects overall salience with respect to the
reference. This is computed using a weighted combination of the object’s level
2 salience scores. The weights used in this combination reflect the biasing asso-
ciated with different forms of reference towards a particular information source.
The flow of information during reference resolution is from level 1 to level 3.
Algorithm 1 lists the basic steps in reference resolution. In the following sections
we describe the data structures and algorithms used by the framework to main-
tain a model of the evolving context and the algorithms used during reference
resolution.

Algorithm 1 Reference Resolution Algorithm
For each object in the context compute its modality specific reference relative
saliences.
For each object in the context compute its overall reference relative salience.
Select the object with the highest overall salience as the referent.

3.1 Data Structures

The data structure used by the framework is called an equivalence class. An
equivalence class stores the saliency information for one object in the context
model. Figure 3 illustrates the internal structure of an equivalence class. The
equivalence class id is a string identifier that is created by the vision processing
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when it first detects an object. The other components of the data structure reflect
the 3 levels of salience distinguished by the framework. The visual and linguistic
salience components provide variables to store the object’s modality specific level
1 (basic) and level 2 (reference-relative) salience scores. The integrated salience
component stores the object’s level 3 cross-modal reference relative salience.

New equivalence classes are added to the context model as a result of vi-
sual processing. Each time an object is detected in the visual scene the context
model is queried for the equivalence class representing the object. If there is no
equivalence class for the object in the context model a new equivalence class is
created and is assigned the id used by the vision processing. The basic visual
salience component is initialised to the value created by vision processing when
the object was detected in the scene and is updated after each scene is ren-
dered. All the other components are initialised to 0 and are updated after each
reference has been processed. Equivalence classes are removed from the context
model when both their basic visual and linguistic saliences fall below a threshold
(.0001). In the following sections we describe the algorithms that provide and
use the information stored in these structures.

1. id = String value
2. visual salience

(a) basic = [0 . . . 1]
(b) reference-relative = [0 . . . 1]

3. lingustic salience
(a) basic = [0 . . . 1]
(b) reference-relative = [0 . . . 1]

4. integrated salience = [0 . . . 1]

Fig. 3. An Equivalence Class

3.2 Computing Basic Visual Salience

The basic visual saliency algorithm uses a false-colouring technique. Each ob-
ject in the simulation is assigned a unique colour or vision-id. This colour differs
from the normal colours used to render the object in the world; hence the term
false colouring. Each frame is rendered twice: firstly, using the objects’ normal
colours, textures and shading, and secondly, using the vision-ids. The first ren-
dering is on screen (i.e. the user sees it), the second rendering may be off screen.
After each frame is rendered, a bitmap image of the false colour rendering is
created. The bitmap is then scanned and a list of the colours in the image is
created. Using this list the system can recognise which objects are visible and
which are not. Moreover, the system can identify, at the pixel level, the area
covered by each object in the scene. This pixel information is used to compute
the basic visual saliency of each object.

162



Integrating Visual and Linguistic Salience for Reference Resolution 5

Mimicking the spread of visual acuity across the retina, the algorithm weights
each pixel in the image based on its distance from the point of visual focus. The
weighting is computed using Equation 1. In this equation, D equals the distance
between the pixel being weighted and the point of focus, M equals the maximum
distance between the point of focus and any point on the border of the image.
The point of focus can be determined using eye tracking technology to compute
the user’s gaze at each scene rendering. However, if eye tracking is not being
used the point of focus defaults to the center of the image or to the center of
silhouette of the last object referred to. Algorithm 2 lists the procedure used to
compute basic visual saliency and to update the equivalence classes.

Weighting = 1−
(

D

M + 1

)
(1)

Algorithm 2 The basic visual salience algorithm.
for each object Oi in the scene do

AW (Oi) = average weighting of the pixels covered by Oi

TotalAW = TotalAW + AW (Oi)
end for
for each equivalence class ECi in the context model do

if ECi is the equivalence class representing Oi then
ECi.basic visual = (ECi.basic visual/2) + (AW (Oi)/TotalAW )

else
ECi.basic visual = ECi.basic visual/2

end if
Totalbvs = Totalbvs + ECi.basic visual salience

end for
for each equivalence class ECi in the context model do

ECi.basic visual = ECi.basic visual/Totalbvs

end for

3.3 Computing Basic Linguistic Salience

In §2.2, we noted the distinction between hierarchical and linear recency within
discourse and introduced the basic idea underlying the models of linear recency.
In this section we adapt the linear recency salience algorithm presented in [18].
The algorithm is based on the ranking of the so-called forward looking cen-
ters (Cf ) of an utterance. The set of forward looking centers of an utterance
contains the objects referred to in that utterance. This set is partially ordered to
reflect the relative prominence of the referring expressions within the utterance.
Grammatical roles are a major factor here, so that subject > object > other.
The central component of the algorithm is a function sf that maps the objects
in a domain D to the set {0, . . . , 1}, with the intuition that 0 represents complete
non-salience and 1 maximal salience. Algorithm 3 defines the salience function
sf . The algorithm assumes that in the initial situation s0 all the objects in the
domain are equally (not) salient: sf(s0, d) = 0 for all d ∈ D.
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It is not claimed that the function sf is the best way to assign linguistic
salience. However, it does provide an operational and, for this discussion, rea-
sonable model of linguistic salience. Algorithm 4 defines the procedure used to
update the basic linguistic saliences after each utterance has been processed.

Algorithm 3 Linguistic Salience Weight Assignment
Let Ui be a sentence uttered in state si, in which reference is made to {di, . . . , dn} ⊆
D. Let Cf (Ui) (the f orward looking center of Ui) be a partial order defined over
{di, . . . , dn} ⊆ D. Then the salience weight of objects in s i+1 is determined as follows:

sf(si+1, d) =


(sf(si, d)/2) + 1 if d = subject(Ui)
(sf(si, d)/2) + .5 if d = object(Ui)
(sf(si, d)/2) + .25 if d = other(Ui)
sf(si, d)/2) if d /∈ Cf (Ui)

Algorithm 4 The basic linguistic salience algorithm
for each equivalence class ECi in the context model do

ECi.basic linguistic = sf(sj , ECi)
TotalDS = TotalDS + ECi.basic linguistic

end for
for each equivalence class ECi in the context model do

ECi.basic linguistic = ECi.basic linguistic/TotalDS

end for

3.4 Computing Reference Relative Saliences

The reference relative saliences for each object are computed by integrating the
object’s basic visual and linguistic saliences with a rating of how well the object
fulfils the selectional preferences encoded in the description. This rating is called
an f-score. Two f-scores are computed for each object for each reference. A
visual and a linguistic f-score. These f-scores are computed by integrating the
ratings of how well the object fulfils each of the selectional preferences included
in the referring expression. Currently, the system can rate objects relative to
their type, colour, size2 and location3. Table 1 lists the ratings ascribed to an
object for each type of selectional preference.

Table 1. Selectional Preferences Scores

TYPE COLOR SIZE LOCATION

Fulfills 1 1
[1 . . . 0] [1 . . . 0]

Not Fulfils 0 0

2 An objects size rating is based on the number of pixels it covers relative to the other
objects in the scene.

3 An objects location rating is computed using the AVS model described in [19]
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The motivation for computing two f-scores is the observation that the pro-
cessing of a linguistic reference influences the visual and linguistic salience of the
objects that partially fulfil the description in different ways. For example, when
searching a scene containing different colour shapes for the yellow box on the
right the visual prominence of all the yellow boxes in the scene increases even if
they are not located in the correct region. However, in general, an object will not
be considered as possible referent for a given referring expression unless it fulfils
all of the description provided in the expression (i.e. its linguistic salience rela-
tive to the referring expression will be 0) even if it is the most prominent object
within the prior discourse. The framework reflects this difference by integrating
the individual rating scores an object achieves differently in the computation
of the visual and linguistic f-scores. An object’s visual f-score is initialised to
0 and its ratings are integrated using addition. An object’s linguistic f-score is
initialised to 1 and its ratings are integrated using multiplication.

Once an object’s f-scores have been computed its reference relative visual
and linguistic saliences are computed by integrating its f-scores with its basic
visual and linguistic salience. This same operator used in the computation of
the f-score in a particular modality is used to integration the f-score with the
object’s basic salience in that modality. As a result, an object’s reference relative
visual salience will be greater than 0 if it fulfils any of the selectional preferences
in the description, and its linguistic reference relative salience will equal 0 if it
does not fulfil all of the selectional preferences in the description. Algorithm 5
lists the algorithm for computing the reference relative saliences.

Algorithm 5 Computing the reference relative saliences.
for each equivalence class ECi in the context model do

f scorelinguistic = 1
f scorevision = 0
for each selectional preference spj in the description do

f scorelinguistic = f scorelinguistic ∗ rating(ECi, spj)
f scorevision = f scorevision + rating(ECi, spj)

end for
ECi.reference language = ECi.basic language ∗ f scorelinguistic

Totalrls = Totalrls + ECi.reference language
ECi.reference visual = ECi.basic visual ∗ f scorevision

Totalrvs = Totalrvs + ECi.reference visual
end for
for each ECi in the context model do

ECi.reference langauge = ECi.reference language/Totalrls

ECi.reference visual = ECi.reference visual/Totalrvs

end for

3.5 Computing the Overall Reference Based Salience

The final step before the selection of the referent is the integration of each
object’s reference based saliences. This is done using a weighted combination.
The weightings are dependent on the form of referring expression (e.g. definite
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descriptions versus pronominal references) being resolved. The motivation for the
weighting is that often the form of referring expression provides an indication
of the type of contextual object the reference denotes. For example, in general,
a pronoun is not used to refer to an object in the visual scene, no matter how
prominent, if the object has not been previously mentioned in the discourse. By
contrast, a definite description can be used to refer to both an object from the
visual scene and to previously mentioned objects. Currently, the system uses
predefined weights for this integration. When resolving a definite description
visual and linguistic salience are integrated evenly. When resolving a pronominal
reference linguistic salience is preferenced. Algorithm 6 defines the procedure
used to integrate the visual and linguistic saliences, and to select the reference.

Algorithm 6 Integrating the reference based saliences and selecting the refer-
ences.

for each equivalence class ECi in the context model do
Let index = 0, max = 0
if reference = definite description then

ECi.integrated = (ECi.reference visual ∗ 0.5) + (ECi.reference language ∗
0.5)

else if reference = pronominal reference then
ECi.integrated = (ECi.reference visual ∗ 0.1) + (ECi.reference language ∗
0.9)

end if
if ECi.integrated > max then

index = i
max = ECi.integrated

end if
end for
textbfreturn ECindex

4 Worked Example

We illustrate the functioning of the framework using a worked example, based on
the system interaction presented in §1. Table 2 lists the saliences scores computed
during the different stages of this interaction. Rows 1 and 2 of the table present
the basic visual and linguistic salience scores of the objects in Figure 1 before
any commands are input. Rows 3 to 7 presents the f-scores and reference and
integrated saliences computed for the objects when the system processed the red
house. The asterix in line 7, H1’s column, indicates the highest integrated salience
at the end of the resolution process. As a result of obtaining the maximum
salience H1 is selected as the referent. Rows 8 and 9 list the basic salience scores
for the objects after the basic linguistic salience has been updated and the point
of visual focus has been located at the center of H1’s silhouette. The movement
of the visual focus away from the center of the image is reflected in the increases
in the basic visual salience of H1 (0.3271 → 0.3581) and T1 (0.1728 → 0.2938).
Rows 10 to 14 list the f-scores and reference and integrated saliences computed
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for the objects when the system processed it. The biasing towards linguistic
salience is apparent in the dominance of H1’s integrated salience. Rows 15 to 19
list the f-scores and reference and integrated saliences computed for the objects
when the systems processed the tree to the left of it. The difference between the
visual and linguistic f-scores of T1 and T2 is due to the locational description:
T1 was judged by the system to fulfil the locational description with a rating
of 0.9396, while T2 was judged not to fulfil the description and was ascribed
a rating of 0.0000 for this selectional preference. As a result, T1 achieved the
highest salience (0.5669) and was selected as the referent. Figure 1 illustrates
the visual context at the end of the interaction.

Table 2. Salience scores computed during the example interaction.

H1 H2 T1 T2

Initial Context

1 Basic visual salience 0.3271 0.3272 0.1728 0.1728
2 Basic linguistic salience 0.0000 0.0000 0.0000 0.0000

the red house

3 Visual f-score 2.0000 1.0000 0.0000 0.0000
4 Linguistic f-score 1.0000 0.0000 0.0000 0.0000
5 Reference visual salience 0.5818 0.3318 0.0432 0.0432
6 Reference linguistic salience 0.0000 0.0000 0.0000 0.0000
7 Integrated salience 0.5818* 0.3318 0.0432 0.0432

8 Basic visual salience 0.3581 0.2273 0.2938 0.1208
9 Basic linguistic salience 1.0000 0.0000 0.0000 0.0000

it

10 Visual f-score 0.0000 0.0000 0.0000 0.0000
11 Linguistic f-score 1.0000 1.0000 1.0000 1.0000
12 Reference visual salience 0.3581 0.2273 0.2938 0.1208
13 Reference linguistic salience 1.0000 0.0000 0.0000 0.0000
14 Integrated salience 0.9358* 0.0227 0.0293 0.0120

the tree to the left of it

15 Visual f-score 0.0000 0.0000 1.9396 1
16 Linguistic f-score 0.0000 0.0000 0.9396 0
17 Reference visual salience 0.0909 0.0577 0.5669 0.2845
18 Reference linguistic salience 0.0000 0.0000 0.0000 0.0000
19 Integrated salience 0.0909 0.0577 0.5669* 0.2845

5 Conclusions

This paper presented a salience based reference resolution framework for visually
situated discourse and illustrated how the framework resolves references both
to objects in the visual context that have not been mentioned previously and
to objects in the linguistic context. The framework distinguishes between an
object’s basic salience and its salience relative to the context provided by a
particular referring expression. A key element of the framework is the weighted
integration of saliences from different modalities. The weightings used reflect the
contextual preferences associated with different forms of referring expressions.
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Abstract. This paper proposes a possible approach to present various temporal 
relations of virtual human actions. It combines precreated and dynamically 
generated (procedural) animation facilities into a unified mechanism, and fo-
cusses on controlling simultaneous animations by multiple animation channels. 
We present our work on language visualisation (animation) in our intelligent 
multimodal storytelling system, CONFUCIUS, and describe how the proposed 
approach is employed in CONFUCIUS’ animation engine. This approach al-
lows the intelligent storytelling to take advantage of procedural animation ef-
fects in the same manner as regular animations, adding an additional level of 
flexibility and control when animating virtual characters.  

1   Introduction 

Simulating human motion and behavior by computer is an active and challenging 
area. Existing virtual human animations are either controlled by precreated anima-
tions [2] (e.g. hand-animated using authoring tools like 3D Studio Max, Maya, and 
Poser, or motion captured data), or dynamically generated by animation techniques 
[8] such as inverse kinematics (IK). However, there is a lack of consideration for 
presenting temporal relations between multiple animation sequences and integrating 
different human animation sequences to present simultaneous motions. Here, we 
propose an approach to present various temporal relations of virtual human actions 
(especially overlapped interval relations) using multiple animation channels. We also 
present our work on language visualisation (animation) in the intelligent multimodal 
storytelling system, CONFUCIUS, and show how this approach is employed in 
CONFUCIUS’ animation engine and achieves more flexibility and control on virtual 
characters’ animation. 

First, in section 2 we introduce the intelligent multimedia storytelling system, 
CONFUCIUS and review various techniques of humanoid animation. Next in section 
3, the thirteen interval temporal relations, in particular, overlapped relations which 
indicate simultaneous motions, are introduced and sense of iteration and its presenta-
tion are discussed. Then we propose the motion integration approach of using multi-
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ple animation channels in section 4. Finally, section 5 compares our work with related 
work on humanoid animation, and summarizes with a discussion of possible future 
work on integrating other animation generation techniques such as IK and machine 
learning.  

2   Background 

We are developing an intelligent multimedia storytelling interpretation and presenta-
tion system called CONFUCIUS. It automatically generates 3D animation and speech 
from natural language input as shown in Fig. 1. The dashed part in the figure is the 
knowledge base including language knowledge (lexicons and a syntax parser) which 
is used in the Natural Language Processing (NLP) module, and visual knowledge 
such as 3D models of characters, props, and animations of actions, which is used in 
animation engine. The surface transformer takes natural language sentences as input 
and manipulates surface text. The NLP module uses language knowledge to parse 
sentences and analyse their semantics. The media allocator then generates an XML-
based specification of the desired multimodal presentation and assigns content to 
three different media: animation, characters’ speech, and narration, e.g. it sends the 
parts bracketed in quotation marks near a communication verb to the text-to-speech 
engine. The animation engine accepts semantic representations and uses visual 
knowledge to generate 3D animations. The animation engine and Text-to-Speech 
(TTS) operate in parallel. Their outputs are combined in the synchronising module, 
which outputs a holistic 3D virtual world including animation and speech in VRML. 
Finally, the narration integration module integrates the VRML file with the presenta-
tion agent, Merlin the Narrator, to complete a multimedia story presentation. Cur-
rently, CONFUCIUS is able to visualise single sentences which contain action verbs 
with visual valency of up to three, e.g. “John left the gym”, “Nancy gave John a loaf 
of bread” [6]. 

2.1 Previous Work on Humanoid Animation 

Representing humanoid kinematics is a main task in the animation generation model. 
The kinematic animation techniques vary from a simple application of precreated 
animation frame data (keyframes, either hand-animated or motion-captured), to a 
complex on-the-fly inverse kinematics (IK). IK is a system in which the movement of 
the children is passed back up the chain to the parent in the hierarchical skeleton tree. 
Given a desired position and orientation for a final link in a hierarchy chain, IK estab-
lishes the transformations required for the rest of the chain. Animation is performed 
by affecting the ends of the chain, e.g. in biped walking animation, by moving the 
foot and the shin, knees and thighs rotate in response. A good overview of IK tech-
niques can be found in [4]. IK models the flexibility and possible rotations of joints 
and limbs in 3D creatures. IK adds flexibility which avoids canned motion sequences 
seen in keyframing animations, and hence enables having an infinitely expandable 
variety of possible animations available to a virtual character. The character control 
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file is also reduced to a physical description of the character and a set of behavioural 
modifiers that are used to alter the flavour of the animations [3]. 

 
Fig. 1. Architecture of CONFUCIUS 

In keyframing animation, animators have to specify explicit definition of the key 
values of the character’s joints at specific time instants, namely “key frames”, to gen-
erating a motion. Then the key values are interpolated so that in-between frames are 
generated. CONFUCIUS’ animation uses the keyframing technique for virtual human 
motions. The traditional approach of animating characters (agents/avatars) provides a 
set of animations from which the user/system can select. In most current graphical 
chat rooms the user can control his avatar behavior by selecting an animation se-
quence from a list of available motions. The avatar can only play one animation at a 
time, i.e. only apply one precreated animation for the entire duration of the animation 
sequence. 

IMPROV [7] uses procedural animation combined with behavioural scripting for 
creating flexible characters for virtual theatre. IMPROV divides the actions of avatars 
into a set of groups. The action, in this case, is defined as a single atomic or repetitive 
activity that does not require explicit higher-level awareness or conscious decisions. 
Actions within a group are mutually exclusive of one another; activating one causes 
the action currently active to end. Actions in different groups can operate simultane-
ously, so activities of certain parts of the body can be layered over those involving 
others. Using this structure, the basic set of actions can be combined to create dozens 
of composite animations while minimising the risk of inadvertently creating a behav-
iour that is either unbelievable or not lifelike. The solution serves as the mechanism 
for user-controlled avatars by enabling multiple levels of abstraction for the possible 
actions. 
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3 Temporal Relations between Simultaneous Animations 

Table 1 lists the thirteen Allen temporal relations [1] that are used in visual semantic 
representation of verbs in CONFUCIUS’ language visualisation [8]. Simultaneous 
animations playing on multiple channels of a virtual human are closely related to the 
overlapped temporal relations, i.e. the relations 5-13, in the table. 

Table 1. Allen’s thirteen interval relations. (“e” denotes “end point”, “s” denotes “start point”.) 

Temporal relations Example Endpoints Example sentences 
1. precede 
2. inverse precede 

x p y 
y p-1 x 

xxxx 
            yyy xe < ys John left before Mary arrived. 

3. meet 
4. inverse meet 

x m y 
y m-1 x 

xxxx 
        yyyy xe = ys

All passengers died when the plane 
crashed into the mountain. 

5. overlap 
6. inverse overlap 

x o y 
y o-1 x 

xxxxx 
     yyyyy 

xs < ys < xe

∩ xe < ye
Mary got up. She felt very ill. 

7. during 
8. include 

x d y 
y d-1 x 

     xxxx 
yyyyyyyy 

xs > ys ∩ 
xe < ye

John arrived in Boston last Thurs-
day. 

9.   start 
10. inverse start 

x s y 
y s-1 x 

xxxx 
yyyyyyyy 

xs = ys ∩ 
xe < ye

John has lived in Boston since 2000. 

11. finish 
12. inverse finish 

x f y 
y f-1 x 

      xxx 
yyyyyy 

xe = ye ∩ 
xs > ys

John stayed in Boston till 2000. 

13. equal x ≡ y 
y ≡ x 

    xxxxx 
    yyyyy 

xs = ys ∩ 
xe = ye

John drove to London. During his 
drive he listened Classic FM. 

3.1 Sense of Iteration and Animation Loops 

Iteration is another temporal factor affecting animated characters. Sense of iteration is 
not encoded in English syntax through it may be added by some prepositional phrases 
like “for hours”, “until midnight”, or temporal quantifier such as twice, three times, 
every, and so forth. Consider, for example, the difference between the two sentences 
below. 

John taught two hours every Monday. (iteration) 
John taught two hours on Monday. 

Jackendoff [5] ascribes the sense of iteration to temporal boundedness. Table 2 
shows some examples of temporal boundedness of events. Temporal bounded events 
(e.g. Table 2: 2, 3) are also called punctual events or achievement events (distinct 
from accomplishment events [11]). The prepositional phrases “for hours” and “until 
midnight” can follow temporally unbounded processes, and place either a measure or 
a boundary on them. “John slept”, for instance, expresses an unbounded event, so it 
can be felicitously prefixed with these prepositional phrases. But “John waked” ex-
presses a temporally bounded event, so it cannot be further measured or bounded by 
these prepositional phrases. 
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Table 2. Temporal boundedness of events 

Examples Temporal 
Boundedness

Prefixing “for hours” 
or “until midnight” 

1) John slept. Unbounded acceptable 

2) John waked. Bounded not acceptable 
   

3) John entered the house. Bounded not acceptable 

4) John walked toward the house. unbounded acceptable 
   

5) The light flashed.  bounded 
(repeatable) 

acceptable, 
add the sense of repetition 

6) Somebody hammered the door. bounded 
(repeatable) 

acceptable, 
enhance the sense of repetition 

 
Some verbs have the sense of repetition included/hinted in their lexical semantics, 

e.g. Table 2: 5 and 6. Prefixing “for hours” or “until midnight” will add/enhance the 
sense of repetition to them. However, there is a nuance between 5 and 6. Without 
those prepositional phrases, “the light flashed” means it flashed once, whereas 
“Somebody hammered the door” suggests (s)he hammered the door repeatedly. 
Therefore, “for hours” adds the sense of repetition in 5, and enhances it in 6. Exam-
ple 2 and 3 are bounded but unrepeatable, so they cannot give grammatical produc-
tions when prefixing “for hours” or “until midnight”. 

Jackendoff [5] thinks that the operator, which maps a conceptual constituent that 
encodes a single event into a conceptual constituent that encodes a repeated sequence 
of individual events of the same type, has the same semantic value as the plural 
marker, which maps a conceptual constituent that encodes an individual thing into a 
conceptual constituent that encodes a collection of things of the same type, to wit, the 
bounded/unbounded distinction in events is strongly parallel to the count/mass dis-
tinction in NPs. The criterion for the boundedness and countableness distinction has 
to do with the description of parts of an entity. For instance, a part of “an apple” 
(count) cannot itself be described as “an apple”, but any part of a body of “water” 
(mass) can itself be described as “water”; a part of the event “John entered the house” 
(bounded) cannot itself be described as “John entered the house”, but any part of 
“John walked toward the house” (unbounded) can be described as “John walked 
toward the house”. Therefore, a static graphic scene can only represent unbounded 
events such as “John walked toward the house” properly, by selecting a representa-
tive part of the event; while bounded events are better presented by animation. 

Distinction for sense of iteration is very important for visualise events in 
CONFUCIUS’ storytelling since the animation generator needs to know whether it’s 
necessary to repeat an action loop, and whether it’s necessary to animate the complete 
process of an event (a bounded event) or just a part of it (an unbounded event). 

CONFUCIUS’ semantic representation has a facility to represent repeatable peri-
ods of subactivities. Square brackets and a subscript R are used to indicate the repeti-
tion constructs in the examples of Fig. 2, which can also be nicely captured by Kleene 
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iteration in finite state descriptions for temporal semantics. The activities bracketed 
by [ ]R are repeatable. Besides periodical repetition of subactivities, it can represent 
morphological prefix "re-" as well, as the “recalculate” example in Fig. 2, substituting 
the number of iterations (which is 2 in this case) for R. This facility of representing 
iteration may be used for post-lexical level repetition, such as events marked by 
“again”, “continues to”, or “a second time”. 

walk():- 
  [step()]R. 

hammer(…):- 
 [hit(…,hammer)]R. 

recalculate():- 
  [calculate()]2. 

Fig. 2. Verbs defined by repeatable subactivities 

Animation loops are used to present action repetition. This facility indicates 
whether the played animation should loop. If not specified, the animation will loop, 
i.e. looping is enabled as default, which is controlled by a time sensor in the VRML 
file. 

4   Animating Virtual Characters 

CONFUCIUS uses the H-anim [2] standard for character modelling and animation. 
H-anim is a VRML97 representation for humanoids. It defines standard human Joints 
articulation (e.g. knee and ankle), Segments dimensions (e.g. thigh, calf, and foot), 
and Sites (e.g. hand_tip, foot_tip) for “end effector” and attachment points for cloth-
ing. An H-Anim file contains a joint-segment hierarchy as shown in Fig. 3. Each joint 
node may contain other joint nodes and a segment node that describes the body part 
associated with the joint. Each segment is a normal VRML transform node describing 
the body part's geometry and texture. H-Anim humanoids can be animated using 
keyframing, inverse kinematics (IK), and other animation techniques.  

Since our task of language animation in CONFUCIUS focuses on off-line genera-
tion, and real-time interaction is never our concern, we adopt the H-anim standard to 
model the virtual characters in our storytelling. H-anim provides four Levels of Ar-
ticulation (LOA) for applications which require different levels of detail. Some appli-
cations such as medical simulation and design evaluation require high fidelity to an-
thropogeometry and human capabilities, whereas games, training and visualised liv-
ing communities are more concerned with real-time performance. Storytelling is not 
usually concerned with accurate simulation of humans. We use the Level 2 of Articu-
lation (LOA2) of H-anim in character modelling for CONFUCIUS. This level ensures 
enough joints for human movements in storytelling, e.g. it includes enough hand 
joints for grasp postures. Fig. 3 illustrates the joints of LOA2. 

Based on Babski’s [2] animation prototype, we design our virtual characters’ ani-
mation which is capable to be applied to various human models with different LOAs. 
Needed ROUTEs are generated dynamically based on the joint list of the H-anim 
body and the joint list of the animation. Fig. 4 shows an example external prototype 
inserted at the end of a virtual character’s H-anim file by the animation engine. It uses 
keyframe information in the external VRML file “..\animation\walk.wrl” to make the 
virtual character walk. 
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Fig. 3. H-Anim joint hierarchy 

# -------- inserted by CONFUCIOUS animation engine --- 
EXTERNPROTO Behaviour [ 

eventIn SFTime LaunchAnim 
exposedField SFTime set_startTime 
exposedField SFTime set_stopTime 
field MFNode HumansList 

]"..\animation\walk.wrl" 
DEF behv Behaviour { 

HumansList [ 
USE humanoid 

] 
} 
ROUTE hanim_BodyTouch.touchTime TO behv.LaunchAnim 

Fig. 4. External prototype of H-anim animation 

The animation file defines keyframes of all OrientationInterpolator and 
PositionInterpolator involved in the movement. The Script node dynami-
cally add ROUTEs according to the list specified in InvolvedJointNameList 
and InvolvedJointPtrList in the animation file. The matching between the 
animation and the body is performed by using the joints list in the Humanoid proto-
type. Therefore, InvolvedJointNameList must have a one-to-one matching to 
the humanoid joints list defined in the virtual character’s geometry file. If the 
animation is applied to a lower LOA character, e.g. LOA1, and a joint is not imple-
mented, the corresponding field should be a dummy Transform/Joint node. 

175



4.1 Simultaneous Animations and Multiple Animation Channels 

Performing simultaneous animations is not a problem for the lower level procedural 
human animation modeling languages, e.g. VHML [13] (an XML-based human ani-
mation language) and STEP [5] (a Prolog-like human animation script language), 
since they provide a facility to specify both sequential and parallel temporal relations. 
Fig. 5 shows how VHML and STEP represent the parallel temporal relation. How-
ever, simultaneous animations cause the Dining Philosopher's problem for higher 
level animation using pre-defined animation data, i.e. multiple animations may re-
quest to access same body parts at the same time. In order to solve this problem, we 
introduce the approach of multiple animation channels to control simultaneous anima-
tions.  
<left-calf-flex amount=”medium”> 
<right-calf-flex amount=”medium”>  
 <left-arm-front amount=“medium"> 
 <right-arm-front amount=“medium"> 
Standing on my knees I beg you pardon 
 </right-arm-front></left-arm-front> 
</right-calf-flex></left-calf-flex> 

A. A VHML example 

script(walk_forward_step(Agent),ActionList):- 
  ActionList=[parallel( 

  [script_action(walk_pose(Agent), 
        move(Agent,front,fast)])]. 

B. A STEP example 

Fig. 5. Representing parallel temporal relation 

A character that plays only one animation at a time has only a single channel, while 
a character with upper and lower body channels will have two animations playing at 
the same time. Multiple animation channels allow characters to run multiple anima-
tions at the same time (such as walking with the lower body while waving with the 
upper body). Multiple animation channels often need to disable one channel when a 
specific animation is playing on another channel to avoid conflicts with another ani-
mation.  

We use an animation table as shown in Table 3 to implement multiple animation 
channels. Every pre-defined animation must register in the animation table and spec-
ify which joints are used for the animation. In Table 3, each row represents one ani-
mation, and each column represents one joint. 0 indicates that the joint is not used for 
the animation; 1 indicates that it is used and can be disable when playing simultane-
ous animations; and 2 means that the joint is used and cannot be disabled. When 
simultaneous animations are requested, the animation engine checks the animation 
table and finds if the involved joints of these animations conflict, i.e. if there is any 
joint whose values for both animations are 2, these animations conflict and they can-
not be played at the same time. If two animations do not conflict (for example, “run” 
and “throw”), the animation engine merges their keyframes information, i.e. interpo-
laters, and creates a new animation file which will be applied to the virtual character. 
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Table 3. THE ANIMATION TABLE 

Involved joints 
/Animations 

sacroiliac l_hip r_hip … r_shoulder

walk 2 2 2 … 1 
jump 2 2 2 … 1 
wave 0 0 0 … 2 
run 2 2 2 … 1 
scratch head 0 0 0 … 2 
sit 2 2 2 … 1 
… … … … … … 

 
Fig. 6 shows an example of integrating the two animations “walk” and “wave”. 

The motion of waving only uses three rotation interpolators: r_shoulder, r_elbow, 
r_wrist. The animation engine looks up the animation table and finds that the walking 
animation also uses these three joints and their values are all 1, which means the right 
arm movements of walking can be disabled and overwritten by the movements of 
waving. The animation engine then replaces the keyframes of these three joints in the 
walking animation file with those in the waving file and generates an integrated mo-
tion. 

   

Walking Waving Walking and waving 

Fig. 6. An example of motion integration. The first figure is a snapshot of walking animation, 
the second is waving animation, and the third animation is integrated from walking and wav-
ing, using the multiple animation channels approach. 

5   Conclusion 

Many intelligent multimedia systems are currently based on virtual human animation, 
exploring a variety of applications in different domains such as medical, training, 
interface agents, and virtual reality. The animation in these systems are either con-
trolled by precreated animations [3] (e.g. hand-animated keyframes or motion cap-
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tured data), or dynamically generated by animation techniques such as IK. However, 
few of these systems take temporal relations between multiple animation sequences 
into consideration, and integrate different human animation sequences to present 
simultaneous motions.  

We have investigated various temporal relations between human motions per-
formed by one animated character, and employed multiple animation channels to 
integrate non-conflict simultaneous motions. Compared with IMPROV’s grouping 
method, our approach provides a finer integration of simultaneous animations, and 
hence achieves more flexibility and control on virtual character animation. We be-
lieve this technique has the potential to have an impact on various areas such as com-
puter games, movie/animation production, and intelligent agents. Future research may 
address incorporating more complex animation generation techniques and algorithms 
such as machine learning. 
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Abstract. Recommender systems combine ideas from information re-
trieval, user modeling and artificial intelligence to focus on the provision
of more intelligent and proactive information services. As such, recom-
mender systems play an important role when it comes to assisting the
user during both routine and specialised information retrieval tasks. Like
any good assistant it is important for users to trust in the ability of a
recommender system to respond with timely and relevant suggestions. In
this paper we show how explicit models of trust can help a recommender
system operating in the domain of Web search to deliver more relevant
suggestions.

1 Introduction

Recommender systems are a modern response to the difficulties that end-users
routinely experience when attempting to access specific information items. By
combining techniques from information retrieval, user modeling, artificial intel-
ligence and user interface design, they provide users with a more intelligent and
personalized facility for information retrieval. Their value has been demonstrated
in a wide range of application domains, from the recommendation of products
in e-commerce applications [14] to the recommendation of Web links [6] to assist
browsers.

Collaborative recommendation techniques represent a common recommen-
dation strategy [12]. For example, collaborative filtering recommenders record
and reuse rating-based profiles for individual users. Each profile stores a set of
information items that a user has accessed (or purchased, used, etc.) and some
form of rating for each item that reflects their interest. When it comes to making
a recommendation for some target user, a collaborative filtering system will lo-
cate a set of recommendation partners whose profiles are similar to, or correlate
closely with, the target user profile. The highly rated items from these partners’
profiles then serve as recommendation candidates for the target user.

Recently, researchers have begun to question the similarity assumption that
has traditionally guided recommendation partner selection in collaborative fil-
tering research, arguing that other factors may serve to deliver more reliable

? The support of the informatics initiative of Enterprise Ireland is gratefully acknowl-
edged.
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partners as a source of recommendation knowledge. For example, the idea that
different users may be more or less reliable or trustworthy has motivated the
development of explicit models of trust to guide partner selection in a way that
improves overall recommendation quality. This type of approach may also have
important implications when it comes to improving the robustness of collabora-
tive filtering techniques in the face of malicious users [11].

In our own work, we are primarily interested in Web search and we have
previously described how a form of collaborative filtering can be used to per-
sonalise the results of traditional search engines for the needs of communities
of users [15]. However, this collaborative Web search (CWS) technique does not
maintain individual user profiles, but rather reuses the search patterns (queries
and selected results) of past searches by community members (without regard to
which member performed which search in the past) in order to promote results
that may be relevant for new queries. The question has often been asked as to
whether a more explicit form of user modeling may enhance the ability of CWS
to deliver more informed recommendations. We examine this question in this
paper by adapting the standard model of CWS to allow for the maintenance
and reuse of individual users’ search profiles. In addition, we describe how this
adaptation facilitates the development of an explicit model of user trust that
can be used to improve the quality of search result recommendations.

The remainder of this paper is organised as follows. The next section discusses
recent work on the issue of trust in recommender systems and reviews the basic
CWS model that serves as a starting point for the core contribution of this
paper. In Section 3, we describe how CWS can be adapted to support the reuse
of individual user search profiles, and discuss an explicit model of trust for this
revised version of CWS, showing how user trust can be modeled at the user
level or at the level of individual user searches. This section also describes how
this model can be used during search result recommendation to prioritise results
that are suggested by more trustworthy users. The results of a live-user trial
are presented in Section 4 to demonstrate the potential value of these models of
trust. Finally, before concluding, in Section 5 we discuss some of the implications
of this revised approach to CWS.

2 Background

Trust is an instrument that has been inherent in the workings of human society
since the very beginning, and yet its definition varies greatly depending on the
context in which it is used (social sciences, economics, AI etc.). In this section
we will focus in on a particular definition of trust as it relates to recommender
systems, outlining previous work on trust modeling and the aspects that are
applicable to recommender systems, and finally provide an brief overview of
CWS itself.
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2.1 Trust in Recommender Systems

Before investigating the potential role of trust in CWS, we first need to un-
derstand the concept that we are modeling. In the domain of CWS, we will be
thinking of trust in the sense described by Mayer et al [8] as “the willingness of
a party to be vulnerable to the actions of another party based on the expectations
that the other will perform a particular action important to the trustor, irrespec-
tive of the ability to monitor or control that other party”. In a CWS system, a
user has a certain level of expectation about the quality of results that will be
recommended to them via other users of their search community, even though
they have no direct control over those users.

Trust as a concept has a number of properties which, although largely de-
pendant on its definition, are interesting to note nonetheless. For example, when
it comes to trust between the users of a particular system, there can be different
scopes of trust within that system [7]. Trust can be assessed between individ-
ual pairs of users within the system (local trust), or there might simply be one
trust rating per user that acts as a barometer for how each user is viewed by
the system as a whole (global trust). Carter et al. [3] suggest that the level of
trust between individuals can arise as a result of past experiences between the
parties, or also as a by-product of a friendship between them. In this sense, trust
can have both objective and subjective aspects to it. Within systems in which
trust is modeled, it is often possible for trust to be propagated from one user to
another [4]. For example, if user A is trusted by user B, and user B is trusted
by user C, then we might reason that user C can also trust user A (possibly
with some discounting factor). This allows inferences to be made regarding the
degree of trust likely to be held between users for which no direct trust ratings
are available. In [5], Gyöngyi et al. apply this property to the identification of
spam on the Web. Given a set of seed pages, each evaluated by a human expert
as being either “good” or “bad”, they make use of the concept of trust propaga-
tion and the link structure of the Web to estimate the trustworthiness of other
connected Web pages. Metaxas et al. [9] use a similar approach to examine the
back-propagation of distrust from seed pages which are known to be spam.

So where do systems that employ trust modeling get their user trust values?
The most reliable source is obviously the users themselves and so some systems
allow their users to explicitly rate other users; for example, the Epinions.com
site used by Richardson et al [13] in their experiments. In Yahoo!’s My Web 2.0
(Beta) social search engine [16], users must explicitly invite others to join their
community. This can be seen as a vote of confidence in those invited, and so
a certain level of trust is then assumed to be present within the community as
a whole. The other option is for the system itself to infer the trustworthiness
of its users by observing their actions within some set of scenarios [10]. While
perhaps not as accurate as having ratings provided by the users themselves, it
is an option available to systems that maintain anonymity between their users.

Existing models of trust are heavily dependant on the definition of trust being
used, and also on the requirements and limitations of their target domain. In
the area of multi-agent systems, for example, trust has been modeled as a multi-
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faceted concept that incorporates the sub-concepts of self-esteem, reputation and
familiarity [3]. Whereas in the work of Massa et al. [7] the distinction between
trust and reputation is emphasised, in our work we treat them as equivalent.
Due to the nature of our CWS system, our model of trust is based solely on
each user’s past actions, without any input from other more subjective factors.
The work of O’Donovan et al. [10] concentrates specifically on the modeling of
implicit trust within collaborative recommender systems and so is of particular
relevance to us. They describe techniques that can be used to estimate trust at
both a user profile-level and an item-level, and in this work we focus on adapting
these models for use in a CWS environment.

2.2 A Review of Collaborative Web Search

In our investigation of trust and how it relates to the domain of CWS, we use
the I-SPY system [15] as the platform for our experiments. I-SPY implements
collaborative search by taking advantage of the search histories of a community
of like-minded users. I-SPY does not itself comprise a new search engine per se.
Instead, it operates in the mode of a meta-search engine, combining the results
of underlying search engines and promoting results that have been previously
selected (see Fig. 1).

Fig. 1. The I-SPY System Architecture

Very briefly, when a user enters a new query qT , I-SPY combines the result-
lists produced by its underlying search engines, S1, ..., Sn. In addition, I-SPY
uses query-term overlap analysis to locate a set of similar queries, q1, ..., qk, from
a hit-matrix that captures the search history of a given community of users.
The hit-matrix records a relevance value for each query-result pair selected by
the community. In I-SPY’s default mode of operation, these relevance values are
based on the number of times, Hij , a given result has been selected by a user
for a given query. I-SPY extracts the results that have been selected in the past
for its k similar queries, ranks these results according to a weighted sum of their
relevance values [1], and promotes them to the top of the final result-list.
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In CWS, where the basis for result recommendations is provided solely by
the users of the system, it is clear that the trustworthiness of those users be-
comes an important issue. For example, if certain users within a community are
particularly unreliable at selecting good-quality search results, then their poor
selections may adversely affect the quality of I-SPY’s result recommendation
for the entire community [2]. Likewise, malicious users might seek to purposely
introduce noise into the system to promote certain results. Such vulnerabilities
affect collaborative recommender systems in general [11] to varying degrees, and
it is hoped that by utilising information on the trustworthiness of users, the
impact of these issues can be minimised.

3 A Model of Trust for Collaborative Web Search

In this paper our key intuition is that different community members are likely to
be more or less trustworthy when it comes to the ability to select (and therefore
recommend) genuinely useful results in response to their queries. Accordingly,
we advocate the use of an explicit model of trust in order to mediate between
competing result recommendations from different community members.

3.1 Personalising Collaborative Web Search

In the standard model of CWS (see Section 2.2), the community hit-matrix stores
the only record of search behaviour for the community. It does not record the
identity of the user who submitted a particular query or selected a result, and as
such it is not possible to analyse separately the behaviour of individual users. Of
course, developing a model of user trust means that we do need to analyse the
behaviour of individuals. Thus we propose an important architectural change to
the standard CWS model which sees each community member associated with
their own personal hit-matrix.

It is important to note that this adaptation does not change the way in which
CWS reuses the search behaviours of community members in order to promote
more relevant results. For example, the selection patterns for queries that are
related to the target query can be extracted from the individualised hit-matrices
and ranked according to the standard relevance weighting function [1].

3.2 Modeling Trust

Modeling the trustworthiness of users requires some mechanism for evaluating
the quality of individual user behaviour. In other words, in order to begin to
understand how reliable or trustworthy some user u is when it comes to their
search activity within a community C we must be able to evaluate the reliability
of their individual result selections, r1, ..., rn for some query q relative to the
needs of other community members. For example, are other community members
also likely to find r1, ..., rn relevant (see Equation 1)?

Relevant?(C, q, r) iff r is relevant to C for query q (1)
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Of course, this notion of whether a result is likely to be relevant is rather
loosely defined. However in what follows we will demonstrate that even rela-
tively straightforward heuristic implementations of this can be used to model
different types of trust to good effect. In the following subsections we will de-
scribe two separate models of trust, one coarse-grained model operating at the
level of the user as a whole, and one finer-grained model operating at the level
of a user’s individual searches.

User-Level Trust Perhaps the simplest way to model the trustworthiness of a
user is to consider the proportion of their selections (Selections(C, q, u)) that are
relevant across all of the searches that they have conducted so far; see Equation
2. For example, consider an active community user who has engaged in a number
of searches and selected let us say 100 different results during the course of these
searches. If 70 of these selections are deemed to be relevant then this user will
have a trust rating of 0.7.

Trustu(C, u) =
|{ri} ⊆ Selections(C, q, u)∀q : Relevant?(C, q, ri)|

|Selections(C, q, u)∀q| (2)

The dependence of this model on a reliable measure of relevance aside, its success
is likely to be limited in the case where different users are more or less reliable
when it comes to searching for different types of information within the commu-
nity context. For example, consider a developer within a software company and
let us assume that the developers form a single community. This developer’s core
experience might relate to back-end Java development, and they may prove to be
very reliable when it comes to searching for this type of information. However,
as part of their current assignment they may be learning about Java Servlets
and their searches may be far less reliable within this topic. Their wealth of
experience in back-end Java, and the number of searches they have conducted
in this area, is likely to obscure their inexperience in Java Servlets, and so their
user-level trust score is likely to be high - which is not appropriate if they are
called upon by CWS to ‘help’ in response to a Java Servlet query.

Query-Level Trust A query-level model of trust makes it possible to dis-
tinguish between a user’s different competencies within a given community by
separately measuring their trustworthiness across individual queries; see Equa-
tion 3. For example, one might expect that a user may be better at selecting
relevant results when they are submitting queries about a topic with which they
are familiar.

Trustq(C, q, u) =
|{ri} ⊆ Selections(C, q, u) : Relevant?(C, q, ri)|

|Selections(C, q, u)| (3)

Thus, returning to our Java developer example above, this user will receive a
high trust score for queries related to back-end Java development, but a lower
trust score for their Java Servlet related queries.
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3.3 Trust-Based Filtering

Once a model of trust has been defined, it is possible to use this model to
manipulate the recommendations made by CWS to prioritise those that come
from more trustworthy users. Ordinarily when a target user uT submits some
target query qT , CWS will select a set of similar queries q1, ..., qn (from across
the community of users) and rank their associated result selections using the
standard weighted relevance technique [1].

Here we propose a straightforward trust-based filter to eliminate the con-
tributions from users with a trust score below some predefined threshold prior
to recommendation. For example, using the user-level trust model, only the se-
lections associated with similar queries that come from users with overall trust
scores above the threshold are considered. The query-level model allows this filter
to be refined to the level of an individual query so that instead of eliminating all
queries for a given user, only those queries with low trust scores are eliminated,
thus allowing the user to contribute search selections in niche areas where they
have proven trustworthy.

4 Evaluation

In this paper we have proposed that by explicitly modeling the trustworthiness
of users, we are in a better position to evaluate their individual contributions
during CWS. For our evaluation, we compare the search performance of this
trust-based approach (using user-level and query-level filters) to the standard
version of CWS using live-user search data.

4.1 Methodology

To examine the impact of trust-based filtering in a CWS environment, we reuse
the search-logs generated by a recent live-user trial of the I-SPY CWS implemen-
tation, in which 92 computer science students used I-SPY to answer 25 computer
science related questions.

Trial Data The user trial was split into two sessions of equal length. Very briefly,
the first session acted as a training phase in which user queries and result selec-
tions were used to train the I-SPY hit-matrix, but no result recommendations
were made by I-SPY. The second session constituted a test phase in which users
were recommended results based on relevance values derived from the previously
populated hit-matrix. The results indicated a clear benefit to CWS, with test
users enjoying significant performance gains when compared to the first-phase
users. For the current evaluation we can ‘re-run’ the trial by calculating trust
ratings from the search histories of the training users and incorporating our
trust-based filter into I-SPY when it comes to generating results for the test
users. We can then compare the standard I-SPY results to the trust-filtered
results with reference to a known set of ‘correct’ results for each test question.
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In the experiments that follow we evaluate a number of different trust thresh-
olds (0, 0.25, 0.5, 0.75, 1) during filtering in order to understand the sensitivity
of the different techniques (user-level and query-level) to these thresholds.

Estimating Relevance As mentioned in the previous section, our trust-model
relies on a way of recognising when a particular result selection is relevant for
a given user and query. In this evaluation we use two different approaches to
estimating relevance. First we use an ideal relevance measure, which is based on
a manual inspection of result selections. This measure is ideal in the sense that
it is perfectly accurate, but such measures tend not to be available in practice.
Thus, we also explore a more practical alternative, which judges a result selection
to be relevant only if that result has also been selected in the past by at least one
other user in the community and, in the case of the query-level model, in response
to the target query. This heuristic approach is far less reliable, however, and the
key question is whether or not it can deliver improved search performance.

4.2 Results

We are primarily concerned with two important performance metrics. First and
foremost we are interested in the impact that the trust-based filtering will have
on the precision of the search results, compared to the standard version of I-
SPY. Second, we are interested in coverage, specifically whether increasingly
strict trust thresholds will lead to a decline in the number of search sessions
that CWS will be able to influence through its result promotions. If the trust
threshold is very high then there may be no users who are trustworthy enough to
make result recommendations. The key question is the extent to which coverage
declines for the different trust models.

Fig. 2. (a) Precision Using User-Level Trust, (b) Precision Using Query-Level Trust

Precision Fig. 2 (a) and (b) show the mean precision of recommendations made
by I-SPY using user- and query-level trust filters respectively, and the precision
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of the standard I-SPY system (unaffected by trust thresholds) is also shown for
comparison. In Fig. 2 (a), we can see that the user-level filter using the ideal
relevance measure causes a significant increase in precision for trust thresholds
> 0.25. No precision is recorded at a threshold of 1, as there are no users with an
ideal trust rating of 1, and so all potential result recommendations are filtered
out. The more practical heuristic filter also displays a significant improvement in
precision over I-SPY, although only when the threshold used to filter user trust
values is > 0.5.

Fig. 2 (b) shows a corresponding graph for the query-level filters. As expected,
the increase in precision due to the finer-grained ideal query-level filter is far more
pronounced than that of its user-level counterpart. At a threshold of 0.5, it has
already surpassed the best precision of the ideal user-level filter, and it achieves
perfect precision at a threshold of 1. In comparison, the heuristic query-level
filter shows a more gradual improvement, but nevertheless reaches a precision of
0.56 at a threshold of 1 - an improvement of 44% on the precision of the standard
I-SPY system.

Coverage In Fig. 3 (a) and (b), we can see the coverage provided by the trust-
based versions of I-SPY relative to the coverage of the standard I-SPY system;
that is, the percentage of sessions where I-SPY was still able to make a recom-
mendation after the removal of less reliable results via the filtering process. Fig.
3 (a) shows that the user-level trust filters are potentially very susceptible to
coverage decline, especially at high trust thresholds (> 0.5). For example, we
see that the 63% precision enjoyed by the heuristic user-level filter comes at a
significant coverage cost, with coverage falling to 52%.

Fig. 3. (a) Coverage Using User-Level Trust, (b) Coverage Using Query-Level Trust

In contrast, the finer-grained query-level filters (Fig. 3 (b)) appear far more
robust when it comes to coverage. Indeed, the heuristic measure maintains a
>90% coverage level across all trust thresholds, and thus its significant precision
gains (over the standard I-SPY) come at a minimal cost.
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5 Conclusions

We have argued that an explicit model of trust can improve the recommenda-
tion quality of CWS. Two models with different levels of granularity have been
proposed. In each case, we have found trust-based filtering capable of improving
recommendation precision by up to 62% for practical trust measures. However,
in the case of the coarse-grained user-level trust model, this comes at a signifi-
cant potential coverage cost, whereas the finer grained query-level model is much
more robust in terms of coverage.
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Abstract. This paper describes recent work on probabilistic measures
of coherence and then relates it to inconsistency in knowledge bases.
Two measures, analagous to two probabilistic measures, are defined to
quantify the relationship between two conflicting knowledge bases.

1 Introduction

In situations where information is available from different sources it can be use-
ful to know how coherent the information is. For example, we might be more
inclined to accept the testimony of a witness if her story coheres with that of
other witnesses or with information obtained in other ways. But what exactly is
coherence? One point to note is that it is not the same as consistency since coher-
ence seems to involve some degree of agreement or support among the pieces of
information in question. While this much can be granted, no generally accepted
definition of coherence has been forthcoming. Nevertheless, in recent years con-
siderable attention has been given to characterizing coherence in probabilistic
terms. Probabilistic accounts of coherence and its relation to theory choice in
science, reliability, confirmation and testimony have been explored in some detail
by Bovens and Hartmann [3].

This paper provides a brief description of probabilistic measures of coher-
ence by considering two particular measures and some significant differences
between them. Coherence measures are then compared with similarity measures
for fuzzy sets before going on to investigate how coherence might be related to
inconsistency in knowledge bases. While considerable attention has been given
to dealing with inconsistency (see for example [8, 1, 10]), in recent years there
have been papers proposing measures of information and conflict within a single
knowledge base [11, 13]. The approach in this paper is to consider two knowledge
bases which are individually consistent, although their union may be inconsis-
tent. After proposing necessary conditions for a coherence measure analogous to
the probabilistic case, two measures are proposed which take account of both
the agreement and conflict between the knowledge bases.
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2 Probabilistic Measures of Coherence

Although there is no agreed definition of coherence for a set of beliefs, there
is some agreement about some of the features such a measure should possess.
Here we focus on the case of two beliefs since there is no agreement even in this
case and since this problem will be the most relevant for relating coherence to
other areas in the remaining sections of this paper. The following three points
are widely (although not universally) accepted as necessary conditions for the
coherence of two beliefs A and B, denoted C(A,B).

Necessary Conditions for a Coherence Measure

1. C(A,B) = C(B,A),
2. C(A,B) is maximal if A and B are logically equivalent, and
3. C(A,B) is minimal if A and B are logically inconsistent.

A simple measure for the coherence of two beliefs satisfying these criteria
whenever P (A ∨ B) 6= 0 has been discussed by Olsson [14] and Glass [9] and is
defined as follows.

Definition 1 The coherence measure, C1, for two beliefs A and B is defined as

C1(A,B) =
P (A ∧B)
P (A ∨B)

, (1)

provided P (A ∨B) 6= 0.

In addition to satisfying the three criteria noted above C1 also possesses the
following properties.

Proposition 1 For probability distributions P and P ′,

(a) if P (A|B) > P ′(A|B) and P (B|A) > P ′(B|A), then A and B are more
coherent on distribution P than on distribution P ′ (see [4]),

(b) if P (A|B) = P ′(A|B) and P (B|A) = P ′(B|A), then A and B are equally
C1-coherent on distribution P and distribution P ′;

Proof 1 Trivial if P ′(A|B) = 0. Otherwise note that C1 can be written as

C1(A,B) =
[ 1
P (A|B)

+
1

P (B|A)
− 1

]−1

, (2)

from which the proof follows immediately.

Proposition 1 captures the idea that it is the conditional probability of each
belief given the other that is important. The important factor for the C1 mea-
sure is the degree of overlap between the beliefs rather than how probable they
are in the first place, i.e. if the relevant conditional probabilities are the same
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for the distributions P and P ′ the coherence according to C1 will be the same
irrespective of the marginal probabilities of A and B. Although, proposition 1
seems quite plausible, it is not generally considered to be a necessary require-
ment for a coherence measure. Presently, we shall consider another measure of
coherence proposed in the literature which does not satisfy proposition 1. First,
we consider another property of C1.

Proposition 2 For any belief C, C1(A ∨ C,B ∨ C) ≥ C1(A,B).1

Proposition 2 is analogous to a property shared by many measures of the
similarity between two fuzzy sets and will be discussed further in section 3.

Relating coherence to the notion of support Fitelson [7] defines a measure of
coherence in terms of the following measure of support.

Definition 2 A measure of support, F , which B gives to A can be defined as

F (A,B) =
P (B|A)− P (B|¬A)
P (B|A) + P (B|¬A)

,

if A is contingent and B is not a necessary falsehood. F (A,B) equals 1 if A and
B are necessary truths, 0 if A is a necessary truth and B is contingent, and -1
if B is a necessary falsehood.

This measure of support is then used to define the following coherence mea-
sure.

Definition 3 [7] The coherence measure, C2, of two beliefs A and B is defined
as

C2(A,B) =
1
2
{F (A,B) + F (B,A)}. (3)

The C2 measure satisfies the three requirements noted earlier for a coher-
ence measure and thus has much in common with C1 even though C2 is de-
fined on the interval [−1, 1] rather than [0, 1]. Nevertheless, there are also some
very significant differences between C1 and C2. In particular, Fitelson’s mea-
sure, C2, is constructed to be sensitive to probabilistic dependence so that
C2(A,B) > 0 if A and B have a positive probabilistic dependence on each other
(i.e. P (A|B) > P (A|¬B)), C2(A,B) < 0 if A and B have a negative probabilis-
tic dependence, and C2(A,B) = 0 if A and B are probabilistically independent.
Thus, zero provides a neutral point distinguishing positive and negative depen-
dence. A consequence of taking account of probabilistic dependence in this way
is that neither proposition 1 nor proposition 2 hold for the C2 measure. The
following proposition emphasizes this difference between the two measures by
pointing out the insensitivity of C1 to probabilistic dependence.

Proposition 3 ∀ε ∈ [0, 1]
1 Most proofs have been omitted due to lack of space.
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(a) it is possible to define a probabilistic distribution such that A and B have a
negative probabilistic dependence and C1(A,B) > 1− ε,

(b) it is possible to define a probabilistic distribution such that A and B have a
positive probabilistic dependence and C1(A,B) < ε.

Clearly, the C2 measure does not satisfy proposition 3. Thus, propositions 1,
2 and 3 provide ways of distinguishing C1 and C2 and, more generally, ways of
distinguishing very different conceptions of coherence.

3 Similarity of Fuzzy Sets

Before investigating inconsistency in knowledge bases it is worth briefly pointing
out strong parallels between probabilistic measures of coherence as discussed in
section 2 and similarity measures for fuzzy sets. Many similarity measures have
been proposed and their properties investigated and compared (see for example
[5, 17] and references therein), but only one will be considered here to illustrate
the parallel.

Suppose that two fuzzy sets A and B are represented by the vectors (a1, a2, ...an)
and (b1, b2, ...bn) respectively. The following points provide suitable necessary
conditions for a measure S to be a similarity measure.

Necessary Conditions for a Similarity Measure

1. S(A,B) = S(B,A),
2. S(A,B) is maximal (usually 1) if A and B are identical crisp sets, and
3. S(A,B) is minimal (usually 0) if A and B are crisp and A is the complement

of B.

In fact, many similarity measures satisfy necessary as well as sufficient con-
ditions for maximality and minimality. For example, as the comparison of Chen
et al [5] illustrates, a lot of measures satisfy the following versions of conditions
2 and 3,

2′. S(A,B) is maximal (usually 1) iff A and B are identical, and
3′. S(A,B) is minimal (usually 0) iff A ∩B = 0.

A commonly used similarity measure that satisfies the stronger requirements
is given by

S1(A,B) =
|A ∩B|
|A ∪B|

, (4)

provided |A∪B| 6= 0. Clearly, S1 corresponds with the C1 coherence measure and
shares some of its properties. For example, the following proposition corresponds
with proposition 2.

Proposition 4 For any fuzzy set C, S1(A ∪ C,B ∪ C) ≥ S1(A,B).
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Proof 2 See the proof of proposition 2.1 in [17].

It should be noted that Sancho-Royo and Verdegay [16] have discussed the
notion of coherence between two fuzzy sets. Their account of coherence, however,
is very different from that proposed here since they require that C(A,BC) =
1− C(A,B), which is not satisfied by the measures in this paper.

4 Coherence of two Knowledge Bases

In addition to determining the degree of inconsistency of an information source,
it is also important to determine the degree to which two sources agree or dis-
agree. Hence, rather than focussing on individual knowledge bases to determine
their properties and then using this information to order them in some way, the
approach adopted here is to compare two knowledge bases directly. Analogous
to the probabilistic case discussed in section 2, the idea is to define the degree of
coherence between two knowledge bases. The knowledge bases are here assumed
to be individually consistent, although their union may be either consistent or
inconsistent. Before specifying conditions for coherence in this case, the notion
of complete inconsistency is defined.

Definition 4 Consider two classical knowledge bases K1 and K2, each of which
is individually consistent. K1 and K2 are defined to be completely inconsistent
with each other if and only if (i) K1 has exactly one model, X, and K2 has
exactly one model, Y , (ii) X and Y contain the same number of literals, and
(iii) ∀α in X, ¬α is in Y .

Analogous to the necessary conditions for a probabilistic measure of coher-
ence, the following conditions can now be proposed as necessary conditions for a
satisfactory coherence measure for two individually consistent knowledge bases
K1 and K2, denoted C(K1,K2).

Necessary Conditions for a Coherence Measure

1. C(K1,K2) = C(K2,K1),
2. C(K1,K2) is maximal if K1 and K2 are logically equivalent, and
3. C(K1,K2) is minimal if K1 and K2 are completely inconsistent.

In order to construct a measure satisfying these requirements, we first define
the coherence between two classical models, X and Y

Definition 5 The coherence of two models, X and Y is defined as

C(X, Y ) =
|X ∩ Y |
|X ∪ Y |

. (5)
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This definition forms the basis for a coherence measure between two knowl-
edge bases, K1 and K2. Let M1 = M(K1,K1∪K2) be the set of classical models
of K1 that are in the set of interpretations arising from the atoms contained in
K1 ∪ K2. Similarly, let M2 = M(K2,K1 ∪ K2). The CKB1 coherence measure
for two knowledge bases is now defined.

Definition 6 Let K1 and K2 be two knowledge bases, each of which is indi-
vidually consistent, and let M1 = M(K1,K1 ∪ K2) be the set of models of K1

and M2 = M(K2,K1 ∪K2) be the set of models of K2. The coherence measure,
CKB1, for the coherence of K1 and K2 is defined as

CKB1(K1,K2) =
{ ∑

X∈M1

MaxY ∈M2C(X, Y )

+
∑

Y ∈M2

MaxX∈M1C(X, Y )
}

/ (|M1|+ |M2|). (6)

Example 1 CKB1({p}, {p, q}) = 7/9, CKB1({p}, {p∨q}) = 13/15, CKB1({p}, {q})
= 2/3, CKB1({¬p}, {p, q}) = 2/9, CKB1({p, q}, {¬p,¬p → ¬q}) = 0 and CKB1({p →
q, r}, {q → ¬r, p ∨ (¬p ∧ ¬r)}) = 37/80.

In addition to satisfying the three conditions proposed for a coherence mea-
sure of two knowledge bases, the CKB1 measure also possesses the following
properties which are analogous to the properties of the probabilistic measure of
coherence C1.

Proposition 5 ∀ε ∈ [0, 1]

(a) it is possible to construct conflicting knowledge bases K1 and K2 such that
CKB1(K1,K2) > 1− ε,

(b) it is possible to construct consistent knowledge bases K1 and K2 such that
CKB1(K1,K2) < ε.

Proposition 5 shows that the relationship of the CKB1 measure to consis-
tency/inconsistency is similar to the relationship between the C1 probabilistic
measure and probabilistic dependence since consistency (inconsistency) does not
guarantee a high(low) coherence. The CKB1 measure can be seen as measuring
the degree of agreement between two knowledge bases and so coherence can be
high provided the agreement outweighs the disagreement. The analogy with the
probabilistic measure suggests that it should be possible to construct a coher-
ence measure for the relationship between two knowledge bases that is sensitive
to consistency/inconsistency analogous to the way in which the C2 measure was
sensitive to probabilistic dependence. The idea is that there will be a neutral
point (given the value zero) in the coherence measure where the two knowledge
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bases have no agreement or disagreement with each other. Values of coherence
above this neutral point will be in agreement to a greater or lesser extent while
values below it will be inconsistent to a greater or lesser extent.

Suppose that such a coherence measure is to be defined on the interval [-1,1]
with zero being the neutral point as in the case of the C2 measure in section
2. This would mean that two knowledge bases which are inconsistent with each
other would have a coherence value in the interval [-1,0). In effect this would
be a measure of the degree of inconsistency between the bases, with a value of
-1 for completely inconsistent bases and values close to 0 for cases where there
is substantially more agreement than disagreement. One approach would be to
adopt a measure for the degree of conflict within a single case and apply it to
the union of our knowledge bases K1 ∪ K2. One such measure is proposed by
Hunter [11] who defines a degree of conflict, which he calls a coherence measure,
within the framework of quasi-classical logic. A brief summary of this approach
is given below since some of the main features can be adapted for the present
problem.

Quasi-classical (QC) logic was proposed by Besnard and Hunter [2] as a para-
consistent logic that permits derivation of non-trivializable classical inferences.
Semantics for the language depends on their notion of a QC model.

Definition 7 Let A be a set of atoms. Let O be the set of objects defined as,

O = {+α|α ∈ A} ∪ {−α|α ∈ A}.

Any X ⊆ O is called a QC model. In general X can contain both +α and −α.

For any atom α ∈ A, +α ∈ X means there is a reason for α in X and a reason
against ¬α, while −α ∈ X means there is a reason against α and a reason for ¬α.
Based on a satisfiability relation called strong satisfaction, Besnard and Hunter
are able to define X as a (strong) QC model of a knowledge base K if every
formula in K is strongly satisfiable in X. QC(K) denotes the set of QC models
of K and MQC(K) denotes the set of minimal QC (MQC) models of K, i.e. QC
models in QC(K) that do not have a proper subset in QC(K).

Hunter’s coherence measure for inconsistency [11] depends on the following
definition.

Definition 8 Let X be a QC model.

Conflictbase(X) = {α|+α ∈ Xand−α ∈ X}
Opinionbase(X) = {α|+α ∈ Xor −α ∈ X}.

Definition 9 [11] Let X be a QC model. The coherence function for X is given
by

Coherence(X) = 1− |Conflictbase(X)|
|Opinionbase(X)|

when X is non-empty, and Coherence(Ø) = 1.
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The definition of coherence can then be extended to a knowledge base K by
taking the maximum value of coherence over all minimum QC models of K.

Hunter’s definition of coherence is related to the notion of coherence in this
paper (particularly the C1 measure in section 2) since it describes the ratio of
atoms for which there is no conflicting information to the total number of atoms
for which there is information. Furthermore, suppose that for two individually
consistent knowledge bases K1 and K2, Coherence(K1∪K2) is used to represent
their coherence. This would mean that the coherence would be minimal in the
case where the two knowledge bases are completely inconsistent in line with one
of the criterion proposed for a coherence measure.

One difficulty, however, with applying the coherence measure in definition
9 is illustrated by noting that Coherence({¬p} ∪ {p, q}) = Coherence({¬p, q} ∪
{p, q}) = 1/2. Such an application to the union of two sets does not take into
account the agreement in the second case, which would reduce the degree of
conflict. This approach can be adapted, however, by taking the QC models of the
individual knowledge bases and using these to calculate the coherence measure.

Definition 10 Given a QC model X, X− is defined by

+α ∈ X− iff −α ∈ X,

−α ∈ X− iff −α ∈ X.

Definition 11 Let K1 and K2 be two knowledge bases, each of which is individ-
ually inconsistent, and let M1 = MQC(K1) be the set of minimum QC models
of K1 and M2 be the set of minimum models of K2. The coherence measure,
CKB2, for the coherence of K1 and K2 is defined as

CKB2(K1,K2) =
{ ∑

X∈M1

MaxY ∈M2C(X, Y )

+
∑

Y ∈M2

MaxX∈M1C(X, Y )
}

/ (|M1|+ |M2|),

if K1 and K2 are consistent and as

CKB2(K1,K2) = −1×
{ ∑

X∈M1

MaxY ∈M2C(X, Y −)

+
∑

Y ∈M2

MaxX∈M1C(X, Y −)
}

/ (|M1|+ |M2|)

otherwise.

198



Example 2 CKB2({p}, {p, q}) = 1/2, CKB2({p}, {p∨q}) = 2/3, CKB2({p}, {q})
= 0, CKB2({¬p}, {p, q}) = −1/2, CKB1({p, q}, {¬p,¬p → ¬q}) = −1 and
CKB1({p → q, r}, {q → ¬r, p ∨ (¬p ∧ ¬r)}) = −2/3.

As with the C2 measure, CKB2 is defined on the interval [−1, 1] with con-
sistent knowledge bases having a value of coherence in the interval [0, 1] and
inconsistent bases in [−1, 0). In addition to satisfying the three criteria spec-
ified earlier for a coherence measure between two knowledge bases, CKB2 has
the property that CKB2(K1,K2) = 0 if K1 and K2 have no atoms in common,
eg CKB2({p}, {q, r}) = 0. Thus, by way of analogy with the C2 probabilistic
measure of coherence, consistency (inconsistency) between knowledge bases in
CKB2 corresponds with positive (negative) probabilistic dependence between be-
liefs in C2 and two knowledge bases having no atoms in common corresponds
with two beliefs being probabilistically independent. The analogy with the prob-
abilistic measures can also be emphasized by noting that CKB2 does not satisfy
proposition 5.

Although the CKB1 and CKB2 measures have a number of features in com-
mon, they also differ in significant ways. In some respects CKB2 seems more
intuitive, eg CKB2({p}, {p, q, r}) = 1/3 whereas CKB1({p}, {p, q, r}) = 16/25.
By contrast, however, CKB2 is always negative for two inconsistent knowledge
bases even if there is a lot more agreement than disagreement between them.
Perhaps no overall judgement can be made as to which measure is better - per-
haps they are simply explicating differing intuitions regarding coherence and
may be useful for different purposes.

Nevertheless, both measures overcome a problem raised by Qi et al [15] con-
cerning a measure of the degree of conflict between two knowledge bases proposed
by Hunter [12]. They illustrate the problem by pointing out that the measure
yields the conflict between {p, q, r} and {¬p, q, r} to be the same as that between
({p, q, r} and {¬p} (a value of 1/3), whereas one would expect the agreement
on literals q and r in the first case would result in a lower degree of conflict.
Both the CKB1 and CKB2 measures deal with this example in an appropriate
way since CKB1({p, q, r}, {¬p, q, r}) = 1/2 > 7/25 = CKB1({p, q, r}, {¬p}) and
CKB2({p, q, r}, {¬p, q, r}) = −1/5 > −1/3 = CKB2({p, q, r}, {¬p}) and so the
first pair of knowledge bases are more coherent than the second pair according
to CKB1 and CKB2.

5 Conclusions

In this paper we have discussed differences between two probabilistic measures
of coherence and explored parallels between this work, similarity measures for
fuzzy sets and the inconsistency between two knowledge bases. By drawing on the
work in the probabilistic case two new measures have been proposed to quantify
the relationship between two knowledge bases which may be inconsistent with
each other even though they are individually consistent. It is hoped that these
comparisons will give rise to fruitful new directions in these areas. For example, it
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should be relatively straightforward to extend the last area of work to prioritized
knowledge bases within the framework of possibilistic logic analogous to the
way in which Dubois et al [6] have extended Hunter’s work to treat a single
inconsistent prioritised knowledge base.
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Abstract. Constraint Programming is a proven successful technique, but it re-
quires skill in modeling problems, and knowledge on how algorithms interact
with models. What can be a good algorithm for one problem class can be very
poor for another; even within the same class performance can vary wildly from
one instance to another. CP could be easier to use if we could design robust algo-
rithms that perform well across a range of problems, models and instances. In this
paper we look specifically at variable and value ordering heuristics for backtrack-
ing search and propose a multi-heuristic algorithm based on time-slicing, and we
demonstrate its performance on two different problem classes, showing it is more
robust than the standard heuristics.

1 Introduction

Constraint Satisfaction is a proven AI technique, with many successful and profitable
applications. However, representing and solving problems in terms of constraints can
be difficult to do effectively. A single problem can be modeled in many different ways,
either in terms of representation or in terms of the solving process. Different approaches
can outperform each other over different problem classes or even for different instances
within the same class. It is possible that even the best combination of model and search
on average is still too slow across a range of problems, taking orders of magnitude more
time on some problems than combinations that are usually poorer. This fact complicates
the use of constraints, and makes it very difficult for novice users to produce effective
solutions. The modeling and solving process would be easier if we could develop robust
algorithms, which perform acceptably across a range of problems.

In this paper, we present one method of developing a robust algorithm. We combine
a single model and a single basic search algorithm with a set of variable and value
ordering heuristics, in a style similar to iterative deepening from standard AI search.
The aim is to exploit the variance among the orderings to get a more robust procedure,
which may be slower on some problems, but avoids the significant deterioration on
others. During the search, we allocate steadily increasing time slices to each ordering,
restarting the search at each point. We demonstrate its performance on two different
problem classes, showing that it is robust across problem instances, and is competitive
with standard orderings used for those problems.
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2 Background

A Constraint Satisfaction Problem (CSP) is defined by a set of decision variables,
{X1, X2, ..., Xn}, with corresponding domains of values {D1, D2, ..., Dn}, and a set
of constraints, {C1, C2, ..., Cm}. Each constraint is defined by a scope, i.e. a subset of
variables, and a relation which defines the allowed tuples of values for the scope. A
state is an assignment of values to some or all of the variables, {Xi = vi, Xj = vj , ...}.
A solution to a CSP is a complete and consistent assignment, i.e. an assignment of val-
ues to all of the variables, {X1 = v1, X2 = v2, ..., Xn = vn}, that satisfies all the
constraints.

The standard process for generating solutions to a CSP is based on backtracking
search. This proceeds by selecting a variable and then choosing a value to assign to it.
After each assignment, it propagates the constraints by removing inconsistent values
from the domains of future variables. If none of the future domains are empty then
search continues by selecting another variable; otherwise it backtracks, selects another
value from the domain of the current variable and continues; if no other values are
possible, it backtracks to the previous variable. The order in which variables and values
are tried has to be specified as part of the search algorithm, and has a significant effect
on the size of the search tree.

The standard ordering heuristic is based on the so called ”fail-first” principle, stating
that we should choose the variable with the tightest constraints. This is normally imple-
mented by choosing the variable with the smallest remaining domain, or the smallest
ratio of domain size to degree (representing the CSP as a graph, with variables as nodes
and constraints as edges). Strategies aiming to ”succeed first” have also been inves-
tigated, e.g. in [4] where different variable heuristics showed different search efforts,
depending on their level of ”promise”. Even the choice of a value ordering heuristic
represents an important aspect in setting up a good search algorithm. Among the most
effective for many CSPs is the min-conflicts value heuristic [5], which chooses the value
that rules out the fewest choices for the neighboring variables in the constraint graph.
The reason why ordering heuristics matter is because if the search makes a bad choice
at the top of the search tree, it can waste a lot of effort exploring sub-trees that have
no solution. In [8], the behavior of standard variable ordering heuristics over insoluble
sub-trees is compared to optimal refutations, with the advice that some knowledge on
how refutations distribute may be relevant to improve the search.

For a single instance of a CSP, a single run with a single ordering heuristic can get
trapped in the wrong area of the tree, even if the heuristic is the best on average. For
this reason, the randomized restart strategy has been proposed - for a single heuristic, if
no result has been found up to a given time limit, the search is started again. Tie break-
ing and, typically, value ordering are done randomly, and so each restart explores a
different path. This approach has been shown to work well on certain problems, includ-
ing quasi-group with holes [7]. Algorithm portfolios [6] is another randomized restart
search method, which interleaves a number of randomized algorithms.
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3 Multi-heuristic and time-slicing

As discussed above, for many problem classes no single ordering heuristic performs
well across all problem instances. In some initial experiments on a scheduling prob-
lem, we had noticed that some instances caused a 1000-fold increase in running time
in comparison to others. Further, the hard instances appeared to be different for each
ordering. Therefore, we have developed an approach which tries each ordering in turn
for a limited time, restarting the search after each one, and gradually increasing the time
limit if no result was found. This is similar to the way iterative deepening explores each
branch to a certain depth, and then increases the depth limit, and is similar to random-
ized restarts, except we use different ordering heuristics.
The pseudocode for the multi-heuristic (MH) algorithm is:

while solve(heuristic(i),limit) == false
limit = increase(i,limit)
if i == n then i = 1
else i = i + 1

Solve(.,.) simply takes heuristic i (composed of a variable ordering and a value
ordering), and applies standard search up to a time limit. If it finds a solution, or
proves there is no solution, it returns true; otherwise it hits the time limit and returns
false. Increase(.,.) is the time limit function. We have considered two versions: (lin-
ear) increase(i,limit)=limit+δ and (magnitude) increase(i,limit)=limit*10 if i=n; limit
otherwise.

Note that MH is complete: the CSP backtracking search space is finite, each or-
dering heuristic is systematic, and limit increases indefinitely, so eventually one of the
heuristics will be given enough time to complete the search. Secondly, if any one of the
heuristics is deterministic, then MH has a guaranteed upper bound on the ratio of the
time it takes compared to that heuristic.

4 Experiments

We want to test the performance of the time-sliced multi-heuristic approach. Specifi-
cally,

(i) is it more robust than the standard default ordering heuristic, i.e. does it report a
result within acceptable time limits in more cases across a range of problems?

(ii) does it avoid a significant increase in run time, i.e. is the overhead of restarting
the search, and repeating some search paths, significant?

(iii) how does it compare to the randomized restart method, i.e. is its performance
due to the restart mechanism, or to the multiple heuristics?

To answer these questions, we have tested the approach on two problem classes:
scheduling tasks with fixed start and end points, and quasi-groups with holes (QWH).
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All implementations are coded in C++ using Ilog Solver 6.0, and run on a Pentium
2.6 GHz processor under Linux. In each case we compare our multi-heuristic approach
against the recommended heuristics. For (i) and (ii), we compare MH against the small-
est remaining domain (msd) variable ordering heuristic (with lexicographic tie break-
ing). For (iii) we compare against the same variable ordering heuristic but with random
tie breaks, and random value ordering.

4.1 Scheduling

The problem - We considered one class of scheduling problems, where tasks have fixed
start and end times, but can be allocated to a number of different resources. We assume
that resources come in categories, and that categories are ranked. Each task has a rank,
and must be allocated to a resource of that rank or higher. Each resource can process
one task at a time, and each task must be processed without interruption on a single
resource. Given a set of categorized resources and ranked tasks, with fixed start and end
times, the problem is to determine whether or not the tasks can be scheduled. This prob-
lem is known to be NP-complete [2]. In our model, we represent the tasks as variables,
and the resources as the values to be assigned, and the constraints ensure tasks do not
overlap.

Example - In Fig. 1 we represent: four tasks with rank, and fixed start and end times
(left); and a possible solution (right).

Task Rank Start End

T1 3 0 2
T2 2 0 2

T3 3 1 3

T4 1 2 4

Res.[rank] 1 2 3

R1[1] T4

R2[3] T2

R3[3] T1
R4[4] T3

Fig. 1. Scheduling tasks with fixed start and end times over ranked resources

Variable orderings - We utilized the list of variable (task) orderings represented in
Table 1. H1 and H2 are two standard versions of min-size domain. H3 to H10 are static
orderings created from sorting the set of tasks by start time and minimum resource class.
H11 involves a measure of time contention [3] among tasks, i.e. it sorts by counting,
for each task, the number of other tasks which overlaps in time. Thus, in the example
of Fig. 1, task T3 would count 3 (overlapping with T1, T2, T4), T1 and T2 would count
2, and T4 would count 1, so T3 would be tried first.

Value orderings - We utilized the list of value (resource) orderings represented in
Table 2, including three static orders: two choose among resources with the smallest or
highest (suitable) class first; one consisting of a random resource order.
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Table 1. List of variable ordering heuristics

Heuristic id Ordering Tie breaking
H1 min size domain random
H2 min size domain lexicographic
H3 increasing start time increasing min-resource class
H4 increasing start time decreasing min-resource class
H5 decreasing start time increasing min-resource class
H6 decreasing start time decreasing min-resource class
H7 increasing min-resource class increasing start time
H8 increasing min-resource class decreasing start time
H9 decreasing min-resource class increasing start time

H10 decreasing min-resource class decreasing start time
H11 most overlapping in time lexicographical

Table 2. List of value ordering heuristics

Heuristic id Ordering Tie breaking
W1 min class resource first lexicographic
W2 max class resource first lexicographic
W3 arbitrary fixed order

Multi heuristic approach - We combined both lists of variable and value heuristics
together, implementing four different MH versions: MH(11x3), MH(11x1), MH(1x3),
and MH(1x1), all with H1 and W1 as first variable and value heuristics.

Test setting - We consider one set of test problems, 〈 100, 10, N 〉, with 100 resources
in 10 classes. We varied the number of tasks, N, from 130 to 200 (in single steps),
and for each one we generated 500 random problems, choosing start times in [0..40],
durations in [17..25] and ranks in [1..10], all uniformly at random. For each instance,
we impose a maximum time of 41 seconds, which allows time slices of 0.01, 0.1, and 1
second for 33 possible heuristics, including the overhead on initializing the problem.

4.2 Quasi-group with holes

The problem - A quasi-group of order N is a Latin Square of N by N cells. The solution
of a Latin Square requires an allocation to each cell of a number from 1 to N, so that
all the elements appearing on each row are different and all the elements appearing
on each column are also different. A quasi-group with holes (QWH) is a solved Latin
Square from which some allocations are deleted. The problem is to find an allocation
which completes the Latin Square. In our model, the variables are the empty square
cells and the values are the elements to be assigned. In our model, we represent the
empty cells as variables, and the numbers as the values to be assigned. We use the Ilog
global constraint IloAllDiff to ensure each row and column has allocations that are all
different.
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Example - In Fig. 2 we represent: a problem instance of QWH(N=4) with H=13 holes
(left); the remaining domains (centre); and a possible solution (right).

1 2
2

1 3 2 4
3 2 4 1
2 4 1 3
4 1 3 2

1 3,4 2 3,4
3,4 2 1,3,4 1,3,4

2,3,4 1,3,4 1,3,4 1,2,3,4
2,3,4 1,3,4 1,3,4 1,2,3,4

Fig. 2. Quasi group with holes: an instance, remaining domains, and a solution

Variable orderings - We utilized the list of variable (cell) orderings represented in
Table 3. H1 and H2 are two standard versions of min-size domain. H3 to H10 are static
orderings created from sorting the square cells by column and row.

Table 3. List of variable ordering heuristics

Heuristic id Ordering Tie breaking
H1 min size domain random
H2 min size domain lexicographic
H3 increasing column increasing row
H4 increasing column decreasing row
H5 decreasing column increasing row
H6 decreasing column decreasing row
H7 increasing row increasing column
H8 increasing row decreasing column
H9 decreasing row increasing column

H10 decreasing row decreasing column

Value orderings - We utilized the list of value (number) orderings represented in
Table 4, which includes three orders, two static and one dynamic. W1 (W2) simply
chooses smallest (biggest) numbers first. W3 involves a measure of conflict among
numbers: if variable X is chosen, W3 looks the number frequency in the domains of all
the unassigned variables in the same row and column as X. Knowing that all numbers
must appear once in the column and once in the row W3 choose the number that ap-
pears least in domains of the other unassigned variables in the row and column. Thus,
in the example of Fig. 2 above, assuming the bottom-right cell (variable) is chosen first,
number 1 would count 4, number 2 would count 2, and numbers 3 and 4 would count
6, so W3 would choose number 2 first.
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Table 4. List of value ordering heuristics

Heuristic id Ordering Tie breaking
W1 min number first lexicographic
W2 max number first lexicographic
W3 least (x, y)-conflicted number lexicographic

Multi heuristic approach - Similarly to the way we proceeded for the scheduling
problem, we combined both lists of variable and value heuristics together, implementing
MH(10x3), with H1 and W1 as first variable and value heuristics.

Test setting - Experiments regarded balanced QWH problems of order N=20. We
used the Gomes generator [1] and generated 10 balanced instances for problems with H
holes, and did it for a series of different H around the difficulty peak. On each instance,
each algorithm had a limited time length t-max of 200 seconds to solve, after that we
considered the run as failed.

5 Results

5.1 Comparing to the standard recommended heuristic (msd)

Scheduling - In Fig. 3 we show the number of times msd and MH(11x3) hit the time
limit, and the mean run time of all 4 versions. MH in its full 11x3 version consistently
outperforms and improves msd (i.e. 1x1). It is more robust - it hits the time limit on
fewer occasions. It also has a lower mean run time across the range. We can also ob-
serve that, as we start introducing more than one value heuristic, i.e. 1x3, we obtain
a first clear improvement. There is benefit also by including more than one variable
heuristic, i.e. 11x1. Note that passing from 1x1 to 11x1 the majority of the variable
heuristics we add to the dynamic msd are all static. Things get better again when com-
bining all the variable heuristics with all the value heuristics, i.e. 11x3. On other tests
we also saw that excluding msd from the full version 11x3 has only a small effect on
performance. Note that the line on the graph from top left to bottom right shows solu-
bility, and relates to the right hand axis - e.g. almost 50% of size 150 problems have a
solution. The hardness peak is where most problems have no solution.
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failure frequency [%]
Size msd MH
[N] magnitude
130 10 4
140 22 12
150 62 16
160 58 32
170 82 40
180 28 22
190 2 0
200 0 0
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MG(11x1) magnitude
MG(11x3) magnitude

Fig. 3. Scheduling(MH vs. msd): left, frequency of failure to solve within tmax; right, mean r-time

QWH - In Fig 4, we again show robustness and run time, this time for balanced QWH(20).
MH (10x3) again consistently outperforms min-size domain both in terms of robustness
and run time. The graphs show two versions of MH, one with linear time-limit increase,
and one with the order of magnitude increase every n restarts. All problems have solu-
tions.

failure frequency [%]
Size msd MH
[N] magnitude
150 0 0
170 70 20
190 100 50
210 60 20
230 70 0
250 60 0
270 30 0
290 20 0
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msd
MH(10x3) linear

MH(10x3) magnitude

Fig. 4. QWH(MH vs. msd): left, frequency of failure to solve within tmax; right, mean r-time

5.2 Comparing to randomized-restarts on min domain

Randomized restarts (RR) is regarded to be the best method for QWH. We have com-
pared MH with RR on both QWH and scheduling. RR is generally used with time limits
that increase each restart, so we have implemented MH with the same time policy, and
RR with an order of magnitude time increased every n restarts, for comparison.
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QWH (Fig. 5) - RR is better than MH almost everywhere, regardless of which time
slicing mechanism we use. MH performed slightly better with time slices increased
by a magnitude every loop of restarts, for which version we report the statistic on the
frequency of failure.

failure frequency [%]
Size RR MH
[N] magnitude magnitude
150 0 0
160 0 0
170 30 20
180 40 50
190 20 50
200 10 30
210 0 20
220 10 0
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RR(msd) linear
RR(msd) magnitude

Fig. 5. QWH(MH vs. RR): left, frequency of failure to solve within tmax; right, mean r-time

Scheduling (Fig. 6) - MH clearly improves on RR at the peak of difficulty, which is
located in the region where approximately 90% of instances have no solution. The gap is
present for both slicing versions, i.e. increasing linearly every single restart (MH-Linear
vs. RR-Linear), and increasing by an order of magnitude every loop (MH-Magnitude
vs. RR-Magnitude). There is actually only a slight difference between the two slicing
versions, with the ”magnitude” mechanism better on average.

failure frequency [%]
Size RR MH
[N] magnitude magnitude
130 2 4
140 14 12
150 18 16
160 42 32
170 62 40
180 32 22
190 0 0
200 0 0
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Fig. 6. Scheduling(MH vs. RR): left, frequency of failure to solve within tmax; right, mean r-time
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6 Conclusions and future work

We have developed a multi-heuristic approach for constraint solving, designed to im-
prove search robustness. We have tested it on two problem classes, and shown that it
is more robust than the standard recommended heuristic, without degrading the run
time - in fact, on average it improves the run time. We have also compared to random-
ized restarts, the leading method for one of our problem classes (QWH) and which uses
a similar restart policy. We have shown that the multi heuristic approach is poorer in
run time and robustness on QWH, but better on our scheduling problem class. Note that
the different heuristics we use and the different time limits have not been tuned - they
were generated by inspection of the problem characteristics, and better performance
should be achievable. For the immediate future, we intend to investigate whether MH
does perform better on insoluble problems (as indicated by the scheduling results).

We can conclude that the multi heuristic method offers a robust and competitive ap-
proach to constraint solving, and merits further investigation, since it offers one possible
solution to the goal of making CP easier to use.
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Abstract. Factor analysis is a statistical technique for reducing the number of
measures responsible for a matrix of correlations to a smaller number of fac-
tors that may reflect underlying causes. In this study factor analysis was used
to determine if variation in search efficiency due to different heuristics could be
analyzed to reveal basic sources of variation. It was found that the variation can
be ascribed to two major factors related to contention (increasing likelihood of
failure) and greater propagation (immediate failure). Heuristics can be classified
in terms of whether they tend to support one or the other strategy, or whether they
balance the two, as reflected in the pattern of loadings on the two major factors.
Improvements in efficiency can be obtained by a heuristic combination only if
the combination includes heuristics that are highly correlated with each factor;
therefore, two such heuristics are sufficient. This work represents a step toward
understanding the action of heuristics as well as suggesting limits to heuristic
performance.

1 Introduction

Variable ordering heuristics are an effective means of reducing search effort. Numer-
ous heuristics have be devised, and many others are conceivable. Currently, there is no
effective way to classify them other than in terms of features of the problem that they
discriminate, such as domain size or number of constraints associated with a variable,
or their overall effect on efficiency.

Outstanding open questions in this domain include,

1. To what degree are heuristics doing different things?,
2. How many factors serve to differentiate heuristics? In other words, how many dis-

tinguishable heuristic actions or strategies are there?

Related to the latter is the question, are better heuristics better because they’re doing
something new, or are they just better with respect to some fundamental factor like
responsiveness to conflict?

At present, we have not really begun to address such questions let alone answer them
cogently. In particular, there has been no attempt to analyze variability in performance
in order to link it to differences in heuristics, except to say that heuristic

�
is more

efficient than heuristic � (on problem � ).
However, statistical methods exist that are designed to analyze variation across a

set of measures by attempting to associate the total variance with a small number of
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common factors (ideally a much smaller number than the number of original measures).
These techniques, known collectively as factor analysis, may be well-suited for the
present task.

This approach is based on inter-problem variation. As will be shown, heuristics can
be distinguished by the pattern of variation in search effort across problems. If the action
of two heuristics is due to a common strategy, then the pattern of variation should be
similar.

The next section gives a brief, general description of the basic technique and dis-
cusses its use in this domain. Section 3 outlines the experiment methodology. Section 4
describes some representative results of this analysis, and clarifies some of ‘anomalies’
that can occur in the factor loadings. Section 5 shows the generality of the basic factor
pattern across different types of problems and algorithms. Section 6 discusses hypothe-
ses regarding the factors obtained from this analysis. Section 7 considers other problem
classes. Section 8 gives conclusions.

2 Background: Factor Analysis

“Factor analysis” refers to a collection of methods for reducing a set of variables to a
smaller set that is equivalent in the sense that the set of measurements associated with
the original variables can be derived from linear combinations of the new variables. This
allows the investigator to reinterpret the original measurements in terms of a smaller set
of possibly more fundamental variables. For details on these procedures see [1] [2].

The basic model can be described in this form (taken from [1]),

�����	�
��������������������������������������� 
�"!�� #%$&�('*),+-)������.)0/21.)
for the $ th measure, where the 43 are common factors, i.e. factors common to all mea-
sures and ! � a unique factor associated with measure $ . Usually 57686 / . The co-
efficients � �,9 are called “loadings”. The square of the coefficient of ! � is called the
“uniqueness” because this is the portion of the variance unique to measure $ .

The process begins with a matrix of correlations, derived from samples of / cases
for each type of measurement. In the present case, / is the number of problems on which
search is measured and correlations are between sets of measures based on different
heuristics. The factor extraction process yields a set of uncorrelated factors that account
for a maximal amount of the variance in the original matrix. In this case, the �:�,9 above
are equal to the correlation coefficients between ��� and 49 [1].

There are many methods of factor extraction. Here, the maximum-likelihood method
was used, which starts from a hypothesis of 5 common factors and determines maxi-
mum likelihood estimates using the original correlation matrix [2] [1]. Once obtained,
the set of factors, which forms a basis of an 5 -space, can be rotated according to var-
ious criteria. Here varimax rotation was used; this method tries to eliminate negative
loadings while producing maximal loadings on the smallest set of measures possible.

In interpreting patterns of differences, one cannot assume that causal factors behave
additively, only that patterns of variation can be derived from additive combinations.
Although factor analysis can thereby identify independent sources of variation, their
interpretation requires further investigation.
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3 Experimental Methods

3.1 Factor analysis

System R was used for these analyses, downloaded from http://www.r-project.org. The
factanal() function was used for the factor analysis. This program uses the maximum
likelihood method for finding factors [2].

Since the number of significant factors was not known beforehand, different num-
bers of factors were tested, first, to determine at what point factor extraction ceased to
account for any significant part of the variance, second, to determine which of these
factors gave strong, reliable results.

In comparisons between sample sizes of 100 and 500 problems, the proportion
of variance accounted for by successive factors and the factor loadings were similar.
Hence, the results described in this paper are all based on sets of 100 problems. In each
analysis, the input was a set of measures of search effort for each heuristic on each
problem.

3.2 Heuristics, problems, and procedure

Heuristics used in basic tests included well-known heuristics based on simple CSP pa-
rameters, heuristics chosen for their analytic properties with respect to features of search
(the FFx series [3] and the promise variable ordering heuristic [4]), and a few other
heuristics gathered from the literature.

The basic analyses used a set of twelve heuristics (abbreviations in parentheses are
those used in the following tables):

; Minimum domain size (dm). Choose a variable with the smallest current domain
size; Minimum domain over static degree (d/dg). Choose a variable for which this quo-
tient is minimal.; Minimum domain over forward degree (d/fd). Ditto.; Maximum forward degree (fd). Choose a variable with the largest number of neigh-
bors (adjacent nodes) in the set of uninstantiated variables.; Maximum backward degree (bkd). Choose the variable with largest number of
neighbors in the set of instantiated variables.; Maximum product of static degree and forward degree (dg*fd).; Maximum (future) edgesum (edgsm). Choose an edge between future (uninstanti-
ated) variables for which the sum of the degrees of the two adjacent variables is
maximal, then choose the variable in this pair with the largest forward degree.; FF2 (ff2) See [3] for descriptions of the FFx heuristics.; FF3 (ff3); FF4 (ff4); Maximum promise (prom). Choose the variable with the largest summed promise
scores across its domain. (Promise for a value is the product ( < ) of the supporting
values taken across all domains of neighboring future variables.); Maximum static degree (stdeg).
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In all cases, ties were broken according to the lexical order of the variable labels. Values
were chosen according to their lexical order.

Initial tests were done with homogeneous random CSPs. Problems were generated
according to a probability-of-inclusion model for possible constraints, domain elements
and constraint tuples (cf. [5]). In all cases graphs were fully connected. Densities given
are graph densities. Unless otherwise noted, problems were in a critical complexity
region, and all problems had solutions.

Later tests were based on other problem classes: geometric problems, which are
random problems with small-world characteristics, and quasigroups-with-holes. Geo-
metric problems are generated by choosing / points with random coordinates within
the unit square to represent the / variables, and adding edges between all pairs of vari-
ables whose points are separated by a distance less than some threshold.

The algorithms used in these experiments were MAC-3 and forward checking,
coded in Lisp. The main tests were based on (i) nodes visited during search, (ii) con-
straint checks. Since both measures produced similar patterns of factor loadings, results
in this paper are restricted to search nodes.

4 Factor Patterns for CSP Heuristics

4.1 Basic results

The most important result of the initial analyses was that every test yielded two main
factors which produced a similar pattern of loadings for the heuristics and which to-
gether accounted for most of the variance ( =?>A@:B ) (Table 1). In most tests, the bulk
of the remaining variance was associated with high uniquenesses for minimum domain
size and maximum backward degree. Overall, there was no simple relation between
average performance and loading on a particular factor (cf. Table 1). However, the dif-
ferences between min domain and backward degree and the other heuristics do have a
definite relation to the pattern of loadings, as indicated by results in the next section.

4.2 Resolution of anomalous loadings for specific heuristics

On the basis of their selection strategies, it is not clear why minimum domain size and
maximum backward degree show distinct patterns of variation, reflected in high unique
factor loadings. One explanation is that these heuristics, unlike the others, ‘start out
blind’, since at the top level(s) of search the features they use do not distinguish among
the variables. For domain size, this is true because these problems had equal domains
initially, and few or no values were filtered before the first assignment. For backward
degree, at the top of the search tree all variables have a backward degree of zero, and it
may be necessary to instantiate several variables before this heuristic can make sensible
choices. Thus, the pattern of variation associated with these heuristics may be related
to lexical choices at the top of the search tree.

To evaluate this hypothesis, tests were carried out in which the first C variable
choices were made according to their lexical order, and the remaining choices were
made using one of the 12 heuristics. Under this condition, all tests begin in the same
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Table 1. Factor Analysis for CSP heuristics

heuristic D 30,8,0.31,0.34 E D 50,10,0.18,0.37 E
nodes factor 1 factor 2 unique nodes factor 1 factor 2 unique

dom 261 0.310 0.904 11334 0.146 0.281 0.900
d/dg 143 0.695 0.638 0.018 2076 0.913 0.394 0.011
d/fd 130 0.726 0.599 0.114 1621 0.909 0.404 0.010
fd 164 0.940 0.300 0.027 2625 0.443 0.873 0.042
bkd 481 0.154 0.316 0.876 27391 0.107 0.224 0.938
dg*fd 151 0.937 0.322 0.018 2418 0.436 0.897 0.005
edgsm 160 0.925 0.286 0.062 2840
ff2 163 0.488 0.846 0.046 3148 0.801 0.364 0.225
ff3 154 0.475 0.847 0.057 2579 0.635 0.448 0.396
ff4 122 0.519 0.798 0.095 1562 0.734 0.445 0.263
prom 232 0.823 0.212 0.278 7777 0.380 0.702 0.363
stdeg 147 0.923 0.315 0.050 2000 0.486 0.835 0.067
Notes. Numbers under “nodes” are averages. Other columns show loadings
on two factors and unique factor loadings (“unique”) for each heuristic.
Unless otherwise noted, in these tables blank cells indicate factor loadings DF G
HJI"F

. Factors in descending order by amount of variance accounted for. Not all
12 heuristics could be analyzed together in second set of problems, so edgesum
was removed from the analysis. In these tables, loadings K 0.6 are in boldface.

way, so differences in the pattern of variation cannot be due to a distinct pattern of
choices at the beginning of search.

The results showed that this manipulation does eliminate the high unique factor
loadings, first for domain size and then for backward degree as well (Table 2). More-
over, when this occurred both heuristics showed high correlations (loadings) with one
of the main factors. When the first three choices were lexical, the proportion of variance
accounted for by the first two factors was 0.96. This indicates that for these problems
and heuristics, the pattern of variation in search efficiency can be ascribed to a very
small number of distinct factors - in the causal sense.

These results were corroborated by (i) tests in which results for lexical ordering
were added to the original data sets, (ii) tests of problems with varying domain size. In
the first case, the pattern of loading on the first two factors was essentially unchanged,
while a distinct third factor emerged with high loadings (0.84-0.85) for min domain,
max backward degree, and lexical ordering. This supports the hypothesis that the pat-
terns of variation associated with the first two heuristics are related to lexical choices
early in search. In the second case, there was a higher loading (0.55) for min domain
on the same factor as in tests with initial lexical choices, although there was still a
moderately high unique factor loading ( L A� = 0.58).
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Table 2. Factor Analysis for Heuristics after M Lexical Choices

heuristic M8N I M�NPO
nodes factor 1 factor 2 unique nodes factor 1 factor 2 unique

dom 11378 0.787 0.301 0.290 19587 0.804 0.565 0.034
d/dg 2738 0.956 0.271 0.013 7712 0.752 0.652 0.010
d/fd 2192 0.952 0.272 0.019 6473 0.744 0.660 0.011
fd 3762 0.575 0.571 0.343 9551 0.602 0.796 0.005
bkd 27391 0.526 0.312 0.626 37536 0.708 0.488 0.261
dg*fd 5456 0.315 0.946 0.005 8567 0.626 0.775 0.008
edgsm 6377 0.295 0.939 0.032 9462 0.617 0.783 0.007
ff2 5499 0.824 0.311 0.224 11583 0.802 0.587 0.012
ff3 4559 0.831 0.294 0.223 10402 0.794 0.602 0.008
ff4 2851 0.798 0.352 0.239 6435 0.789 0.607 0.009
prom 9564 0.581 0.483 0.430 21344 0.588 0.763 0.073
stdeg 4839 0.311 0.937 0.024 7980 0.648 0.752 0.015
Notes. D 50,10,0.18,0.37 E problems. To better distinguish the highest load-,
ings in the columns under M =3 only those 0.7 or greater are in boldface.

5 Generality of Factor Patterns

In tests with easy problems ( 6 50,10,0.184,0.32 Q ), there were fewer substantial load-
ings on the major factors, and for most heuristics the unique factor loading was very
high. However, if instead of one run per problem, each problem was tested 100 times
with values chosen randomly, the simple factor structure found earlier was observed.

These results can be explained as follows. For problems with many solutions, it
is more likely that differences in variable selection will lead to differences in value
selection and thus to different solutions. As a result, each heuristic will show a more
distinct pattern of variation across problems than it does with harder problems. In this
case, if there are basic factors affecting heuristic performance, it should be possible
to average out peculiarities due to differences in value selection by testing problems
repeatedly and choosing values at random.

The original pattern of factor loadings was also found for insoluble problems and for
a set of problems with singleton solution sets (obtained by generating problems in the
usual manner and collecting only those with a single solution). In both tests, differences
in the pattern of variation across problems cannot be due to differences in the solution
found.

Tests with forward checking give the same pattern of factor loadings as with MAC,
despite the fact that max forward degree and other heuristics that load highly on the
same factor perform poorly when used with this algorithm. Table 3 shows results from a
composite test that included both MAC and forward checking (only some heuristics are
shown). Since the loadings are very similar with each algorithm, there are still only two
major factors. In this case min domain and max backward degree are each associated
with a separate factor in which they are the only heuristics with high loadings; hence,
they must also perform similarly when associated with either algorithm.
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6 Interpreting the Factors

To assess the significance of the two major factors, we first consider the heuristics most
closely associated with each of them. Since the FF (fail-first) heuristics always have
high loadings on the same factor, and these pseudo-heuristics are designed to select for
failure, we will tentatively label this factor as a “contention” or “fail soon” factor. In
this connection, the high loading of backward degree on this factor once the effect of
random selection has been removed is significant, since this heuristic does not consider
future variables at all.

High loadings on the other major factor always seem to involve future variables,
either directly adjacent (max forward degree) or one edge away (edgesum). It is also
significant that the other diagnostic heuristic, max summed promise, which is based
entirely on look-ahead assessment, loads highly on this factor.

Increasing the number of future variables adjacent to the current variable could have
either of two effects. It could lead to more likely failure through greater propagation
(because more variables are adjacent to the variable just assigned a value). It might
also enhance the promise of the heuristic (in terms of the “promise policy” [6]), since
there are now more small domains among future variables and, therefore, less chance
for choosing invalid assignments. However, the latter hypothesis cannot account for the
presence of this factor when problems are insoluble. Hence, we tentatively label this
factor as a “propagation” or “fail now” factor.

Most heuristics have at least moderate loadings on both factors. This is not surpris-
ing, since most heuristics would be expected to affect both the level of contention and
the amount of propagation. Here, it is critical to note that factor analysis guarantees
that the factors are uncorrelated. This gives us reason to think that there really are two
separate causal factors.

6.1 Evidence from heuristic synergies

A separate line of evidence comes from the analysis of heuristic combinations, espe-
cially in the form of weighted sums of ranked selections by different heuristics. It has
been shown that weighted sums of ranked selections by different heuristics can some-
times outperform the individual heuristics in isolation.

Sample results are shown in Table 4, for five heuristics and for heuristic combina-
tions. The latter were obtained by rating each choice with respect to each heuristic on a
descending scale from 10 to 1 and then adding these ratings, weighted according to the
heuristic. Here, heuristics were given equal weights.

These results show that some combinations do better than any heuristic by itself,
while other combinations yield no improvements. The most significant finding is that
improvement can be roughly predicted by the factor loadings of the heuristics (cf. Table
1). In fact, all instances of heuristic ‘synergy’ occurred when heuristics in a combination
loaded highly on different major factors. Moreover, the best results for combinations of
two heuristics were as good as the best results for combinations of more than two. This
supports the conclusion that there are only two major factors.
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Table 3. Combined Analysis for MAC and FC

heuristic nodes factor 1 factor 2 factor 3 factor 4
MAC

dom 11,334 0.126 0.114 0.886 0.188
d/dg 2076 0.864 0.398 0.138
fd 2625 0.451 0.848 0.167
bkd 27,391 0.114 0.297 0.851
ff3 2579 0.718 0.383 0.121
ff4 1562 0.784 0.404 0.174
stdeg 2000 0.493 0.819 0.159

forward checking
dom 212,389 0.136 0.956 0.246
d/dg 32,368 0.896 0.322
fd 38,568,409 0.373 0.680
bkd 7,101,104 0.128 0.150 0.943
ff3 151,893 0.744 0.388
ff4 43,416 0.786 0.379 0.186
stdeg 2,450,958 0.384 0.761 0.105
Notes. D 50,10,0.184,0.37 E problems, selected heuristics.

Table 4. Results for Heuristic Combinations

heur/combinat nodes combinat nodes combinat nodes
dom 11,334 dom+d/dg 2327 dom+fd+bkwd 1430
d/dg 2076 dom+fd 1317 dom+fd+stdeg 1374
fd 2625 dom+bkwd 12,521 dom+bkwd+stdeg 1822
bkd 27,391 dom+stdeg 1427 fd+bkwd+stdeg 1991
stdeg 2000 fd+stdeg 2344 dom+d/dg+fd+stdeg 1374

bkwd+stdeg 1876 dom+d/dg+bkwd+stdeg 1834
all five heuristics 1470

Note. D 50,10,0.184,0.37 E problems.

6.2 Analysis of fail-first measures

Data on five measures related to failure during search were collected for the 6 50,10,
0.184, 0.37 Q problems. These data are based on all-solutions runs, to avoid confound-
ing effects of promise factors (cf. [5]). The measures (means or counts per problem)
were mistake-tree size (mistake-trees are insoluble subtrees rooted at the first bad as-
signment or “mistake”, which gives the most adequate direct measure of fail-firstness
[cf. [5]]), number of mistakes (initial bad assignments, which must eventually be re-
tracted; this is the number of mistake-trees), faildepth (depth at which an assignment
‘fails’, i.e. leads to a domain wipeout), fail-length (difference between the level of a
mistake and the level of subsequent failure), and number of failures.
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When factor analysis was applied to these measures, using the set of 12 heuristics
and the MAC algorithm, the same factor patterns were found as for number of nodes,
with the exception of the mistakes measure. In other words, all measures related to
fail-firstness (the tendency to fail as soon as possible given that one is in an insoluble
subtree, [5]) gave the same factors and pattern of loadings as the original analysis based
on search efficiency.

For mistakes, most heuristics loaded about equally on both factors. Moreover, in a
one-factor analysis based on this measure, the single factor accounted for 94% of the
variance. Since this measure reflects the promise of a heuristic [6], this suggests that for
these problems all heuristics behaved similarly with respect to promise.

7 Results for Other Problem Classes

When factor analysis was used with geometric problems, results were similar to those
with homogeneous random problems. In particular, the pattern of loadings suggested
that contention and propagation effects were also the most important factors affecting
patterns of variation in search. However, there were three important differences: (1)
the domain/degree heuristics loaded highly on a separate (third) factor, (2) the promise
heuristic did not load highly on a major factor and showed a high unique factor loading,
(3) even in tests based on single heuristics, min domain loaded highly on the ‘con-
tention’ factor.

These differences must have to do with the graph topology of these problems.
(While these problems were denser than the random problems discussed earlier, tests
with random problems of greater density gave results similar to the latter.) Presumably,
with the min domain heuristic, search will tend to stay within a cluster of variables,
while the forward-degree heuristics are likely to move search to other clusters where
the number of uninstantiated neighbors is greater. The domain/degree heuristics should
behave in an intermediate fashion. This is borne out by the patterns of correlation: while
the FF heuristics and the forward-degree heuristics were highly correlated among them-
selves, domain/degree heuristics were almost equally well-correlated with both of these
groups. It is therefore possible that the better balance between contention and propaga-
tion that would be expected in the domain/degree heuristics results in a distinct pattern
of variation in search efficiency for these problems.

Evaluating tests with quasigroups was not straightforward. This was partly because
some heuristics could not be used, since they either did not discriminate among vari-
ables (max static degree) or they were equivalent to other heuristics (e.g. domain/static
degree, degree * forward-degree, backward degree, and less obviously, the edgesum
heuristic). In addition, in cases involving forward-degree heuristics, the heuristic/anti-
heuristic roles were reversed, so that min forward degree and min promise became the
heuristics; but these heuristics cannot be considered to enhance propagation.

A three-factor analysis gave the most reasonable results, with min domain and min
domain/forward degree loading highly on the first factor, ff2 and ff3 on the second and
ff4 on the third, while min forward degree and min promise had high unique factor
loadings. Since min forward degree’s heuristic effects were apparently based on search
remaining within a partly instantiated clique, this may represent a contention strategy
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distinct from that of min domain, which should not be clique-bound especially at the
beginning of search. This suggests that for highly structured problems, factor analy-
sis may produce further (significant) factors when some heuristics make selections in
relation to the structural features.

8 Conclusions

The usefulness of factor analysis is that it gives us hints about where to look for mean-
ingful causal relations. It has the added strength of ‘bounding our quest’ by giving us
some idea of the number of significant variables involved in a domain of study such as
the effect of heuristic selection on search efficiency.

In the present work this technique has allowed us to delineate two basic factors that
account for much, in some cases nearly all, of the variation in search efficiency for a
set of variable ordering heuristics. Further experimentation has allowed us to associate
these factors with two causal factors related to greater propagation versus a buildup of
contention. This leads to a new basis for classifying variable ordering heuristics. Finally,
evidence has been adduced to support the hypothesis that heuristic selection can lead to
improved performance when both factors are taken into account.

In this domain, factor analysis not only gives evidence (when properly interpreted)
of differences in heuristic strategies, but it also shows that problems are differentially
affected by each strategy; otherwise, there would not be discernible differences in the
pattern of variation under heuristics that emphasize one or the other strategy.

In this analysis, the absolute magnitude of search efficiency is not reflected in the
factors or the patterns of loadings. This occurs because all distributions are standardized
before the analysis. This is both a strength and a limitation. It allows the analysis to
delineate similar patterns of variation despite great differences in overall efficiency (as
in the MAC/FC analysis). At the same time, further analysis is needed to account for
differences in absolute magnitude, as in the case of FC and propagation heuristics.
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Abstract. Cultural learning is the process of information transfer be-
tween individuals in a population through non-genetic means. Typically
this is achieved through communication or the creation of artifacts avail-
able to all members of a population. This paper explores the effect of a
cultural learning approach to the development of solutions for three test-
case sequential decision tasks: connect-four, tic-tac-toe and blackjack. A
teacher pupil scenario is used where highly fit individuals are selected
as teachers to instruct the next generation. Experiments are conducted
with populations employing population learning alone and populations
combining population and cultural learning. Cultural learning has been
simulated by combining genetic algorithms and neural networks using a
teacher/pupil scenario.

1 Introduction

A number of learning models may be readily observed from nature and have been

the focus of much study in artificial intelligence research. Population learning (i.e.

learning which occurs at a population level through genetic material) is typically

simulated using genetic algorithms. Life-time learning (i.e. learning which takes

place during an organisms’s life time through reactions with its environment)

can be simulated in a variety of ways, typically employing neural networks or

reinforcement learning models.

A relatively new field of study in artificial intelligence is synthetic ethology.

The field is based on the premise that language and culture are too complex to

be readily analysed in nature and that insight can be gained by simulating its

emergence in populations of artificial organisms. While many studies have shown

that lexical, syntactical and grammatical structures may spontaneously emerge

from populations of artificial organisms, few discuss the impact such structures

have on the relative fitness of individuals and of the entire population.

The focus of this paper is to investigate the effect of cultural learning on

a population of artificial organisms attempting to find solutions to three dis-

tinct sequential decision problems. The remainder of this paper is arranged as

follows. Section 2 introduces background research, including descriptions of di-

versity measures and cultural learning techniques that have been employed for

this study. Section 3 describes the experimental setup. Section 4 presents the a

description of each experiment as well as their results and Section 5 provides a

conclusion.
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2 Background research

2.1 Cultural Learning

Culture can be succinctly described as a process of information transfer within

a population that occurs without the use of genetic material taking many forms

such as language, signals or artifactual materials. Such information exchanges

occur during the lifetime of individuals in a population and can greatly enhance

the behaviour of such species.

An approach known as synthetic ethology [1, 2] argues that the study of lan-

guage is too difficult to perform in real world situations and that more meaningful

results could be produced by modelling organisms and their environment in an

artificial manner. Artificial intelligence systems can create tightly controlled en-

vironments where the behaviour of artificial organisms can be readily observed

and modified. Using genetic algorithms, the evolutionary approach inspired by

Darwinian evolution, and the computing capacity of neural networks, artificial

intelligence researchers have been able to perform a variety of experiments.

Cultural learning is the process employed by a population to transfer ac-

quired knowledge to the next generation. A number of implementations of cul-

tural learning have been developed including fixed lexicons [3, 4], indexed mem-

ory [5], cultural artifacts [6, 7] and signal-situation tables [1] and teacher pupil

scenarios[8, 4]. The teacher/pupil approach involves the stochastic selection of

highly fit agents from the population to act as teachers for the next generation

of agents, labeled pupils. The number of teachers selected as a proportion of the

population using a parameter termed teacher ratio. Thus, if the teacher ratio is

set to 0.1, ten percent of the population’s best individuals will become teachers.

Pupils learn from teachers through a teaching cycle, where pupils observe the

teacher’s verbal output and attempt to mimic it using their own verbal appa-

ratus. As a result of these interactions, a lexicon of symbols evolves to describe

situations within the population’s environment.

2.2 Sequential Decision Tasks

Sequential decision tasks are a complex class of problem that require agents to

make iterative decisions at many steps throughout the task. Each decision has a

direct effect on the agent’s environment and in turn affects its subsequent deci-

sions. Turn-based games are examples of sequential decision tasks that are often

chosen as test beds for artificial intelligence research and many implementations

exist for ready comparison and analysis[9–11].

3 Experiments

The aim of the following experiments is to investigate the effect of cultural

learning on the performance of populations attempting to solve a number of

sequential decision tasks. The experiments compare two populations: one which
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is allowed to evolve through population learning (by a genetic algorithm) and the

other which is allowed to evolve using both population and cultural learning. The

experiments are carried out using an artificial life simulator developed by Curran

and O’Riordan [12] capable of simulating population and cultural learning. The

simulator employs an encoding scheme inspired by marker based encoding [9]

and uses 2-point crossover and weight mutation.

Cultural learning is implemented based on a scheme developed by Hutchins

and Hazlehurst [6] and further explored by Denaro [8] where the last hidden

layer (or in Denaro’s case, the output layer) of a neural network functions as

a verbal input/output layer. At the end of each generation, a percentage of

the best individuals in the population is selected to instruct the next. Pupil

networks observe teacher networks as they interact with their environment and

at each stimuli, teacher networks produce an utterance through their verbal

I/O layer. The pupil responds to the utterance with its own utterance, which is

then corrected to approximate that of the teacher’s. After the required number

of these interactions (teaching cycles) have been completed, the teachers are

removed from the population and the pupils continue to interact with their

environment.

In previous work by Denaro et al.[8], it was suggested that the addition of

noise to a teacher’s verbal output could enhance a population’s ability to retain

culturally acquired information. In our simulations, noise in the range [-0.5, 0.5]

is added to the teacher’s output when instructing a pupil. Like the mutation and

crossover operators, noise is added with a (usually low) probability that can be

set as one of the simulator parameters.

The sequential decision tasks chosen for this set of experiments are three

games roughly grouped in perceived order of difficulty, beginning with tic-tac-toe

following with the game of blackjack and concluding with the game of connect-

four. The results presented are averaged from 20 independent runs.

3.1 The Game of Tic Tac Toe

Tic-tac-toe, or three in a row, is a very simple two player game played on a 3x3

board. Each player is assigned either the X or O symbol and takes turns placing

one symbol onto the board at a time. Each player attempts to place three of

his/her pieces in a horizontal, vertical or diagonal line of three.

In order to evolve good players, agents in the population compete against a

perfect player rather than compete against each other. It was felt that popula-

tions of agents competing against each other would be likely to converge only to

local maxima due to the lack of competitive pressure. To avoid over-fitting, the

perfect player’s first move is randomised to provide game diversity. The perfect

player is a minimax implementation and merely provides an incentive for the

population to improve. It does not provide a neural network implementation of

a perfect tic-tac-toe player.

Each agent’s neural network structure contains 18 input nodes, 2 for each

board position where 01 is X, 10 is O and 11 is an empty square. Nine output

nodes corresponding to each board position are used to indicate the agent’s
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desired move. The node with the strongest response corresponding to a valid

move is taken as the agent’s choice.
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Fig. 1. Tic-Tac-Toe Population Fitness

Since the agents play against a perfect player, fitness is assigned according

to how long each agent is capable of avoiding a loss situation. An agent’s fitness

is therefore correlated with the length of a game, giving the highest fitness levels

to agents capable of achieving a draw with the perfect player. The fitness func-

tion produces values in the range [0,32], where 32 is the maximum fitness (the

situation where the agent draws all four games).

Populations of 100 agents were generated for these experiments and allowed

to evolve for 250 generations. Crossover was set at 0.6 and mutation at 0.02. The

cultural learning settings of teacher ratio and teaching cycles were set at 0.1 and

5 respectively. Cultural mutation (equivalent to noise introduction described in

Denaro et al.[8]) was set at 0.05. These parameters were determined empirically

to provide the best performance.

Experimental Results Two experiments were undertaken: one using only

population learning to evolve players, and the other using population and cul-

tural learning. Figure 1 and Table 1 show the average fitness values for the two

evolving populations. While both types of learning begin at similar levels of fit-

ness, there is strong evidence (p value < 0.0001, 95% C.I.) to suggest that agents

employing cultural evolution are performing better as the experiment progresses.

Discussion It is interesting to compare these results with those obtained by

Angeline and Pollack [13] who used a competitive fitness function to evolve

populations of neural network tic-tac-toe players. The population of evolving

players was pitted against a number of ‘expert’ player strategies, including a

perfect player. If we examine their results in terms of a draws/losses ratio, we
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Table 1. Tic-Tac-Toe Average Fitness

Population Avg. Fitness Max Fitness Min Fitness S. D.

Pop. Learning 0.8029272 0.8308780 0.7086666 0.0004040

Cultural Learning 0.8732511 0.9337738 0.7692220 0.0007648

find that their best evolved players (playing against a perfect player) obtain a

ratio of 0.2405. By contrast, the cultural learning approach presented in this

paper obtains an average of 0.72 with highs of 0.94 and lows of 0.625.

3.2 The Game of BlackJack

Blackjack, or twenty-one, begins with the dealer dealing two cards face-up to

each player and two to his/herself, with one card visible (the up-card) and the

other face down. Cards are valued by their face value (10 for all picture cards)

except for the ace which can be counted either as 11 or 1. The object of the game

is to obtain a higher score (the sum of all card values) than that of the dealer’s

without exceeding 21. Each player can draw additional cards until they either

stand or exceed 21 and go bust. Once all players have obtained their cards, the

dealer turns over the hidden card and draws or stands as appropriate. Should

the dealer’s hand bust, all players win.

The dealer is at considerable advantage because he/she only enters the game

once all players have fully completed their play. Thus, it is probable that some

players will have bust even before the dealer reveals the hidden card. In addition,

the fact that only one of the dealer’s cards is visible means that players must

make judgements based on incomplete information. As a rule, the dealer follows a

fixed strategy, typically standing on a score of 17 or more and drawing otherwise.

All aspects related to betting such as doubling down and splitting have been

removed from this implementation and only one deck is used in each game. This

is in order to facilitate comparison with previous work which employs a similar

approach.

Several attempts have been made to develop high performing blackjack strate-

gies with populations of neural networks using reinforcement learning tech-

niques[14, 15]. The nature of the game means that there is no perfect set of

neural network outputs from which to perform back-propagation. It is for this

reason that we wish to show that the introduction of cultural learning can gen-

erate superior strategies than reinforcement learning methods.

In this implementation, each agent’s neural network is given information

about the card value currently held, as well as a flag indicating the presence of

an ace. In addition, each neural network is given the value of the dealer’s upcard.

Each experiment allows 100 agents to evolve over 500 generations. At each gen-

eration, agents play 100 games against a dealer strategy and an agent’s fitness

is determined by the percentage of wins obtained scaled to [0.0,1.0]. Crossover

was set at 0.6 and mutation at 0.02. The cultural learning settings of teacher
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ratio and teaching cycles were set at 0.1 and 5 respectively. Cultural mutation

was also added with probability 0.05.

Experimental Results Figure 2 and Table 2 show that the addition of cultural

learning allows the population to perform substantially better than population

learning alone achieving highs of over 0.45 (45% wins) versus 0.44 for population

learning. The evolved strategy outlined below was extracted from the population

by examining the neural network response to all possible card values.

Table 2. Blackjack Average Fitness

Population Avg. Fitness Max Fitness Min Fitness S. D.

Pop. Learning 0.4726593 0.4898939 0.3129627 0.0002623

Cultural Learning 0.4941667 0.5128222 0.3311286 0.0004356

There is strong evidence (p < 0.05, 95% C.I.) to suggest that cultural learning

agents are statistically different than population learning agents. The strategy

is tested in the next section to ascertain its performance with respect to the

bench-marked strategies.
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Fig. 2. Blackjack Population Fitness

Strategy Testing In order to assess the performance of the evolved strategy, a

set of bench-marks are obtained for comparison purposes. This is achieved using

a blackjack simulator consisting of a dealer, who employs the traditional dealer

strategy of standing on 17 or greater, and a single player whose strategy can be

set at the beginning of the simulation. The evolved strategy was compared to
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a number of strategies, including an evolved strategy developed by Uribe and

Sanchez[15] and 1000 runs of 1000 games were performed for each strategy to

produce statistically significant results.

Table 3. Blackjack Benchmarking

Strategy Average Fitness Standard Deviation

Hoyle 0.4370 0.01587

Evolved Strategy 0.4367 0.01582

Dealer 0.4152 0.01576

Sanchez et al 0.3843 0.01505

Always Stand 0.3800 0.01531

Random 0.3067 0.01511

The results of the simulation (see Table 3) show that the evolved strategy

does not quite reach the level of Hoyle’s[16] strategy but is very close. On ex-

amination of the standard deviations, it is clear that the top two strategies are

very similar, suggesting that the population has evolved an optimum strategy

given the information available. It is likely that in order to out-perform Hoyle’s

strategy it is necessary to employ card-counting strategies.

Discussion The results presented show that cultural learning provides a mod-

est improvement on population learning, provided that sufficient environmental

information is present. It is clear that the addition of dealer information to the

population significantly improves the performance of both population learning

and cultural learning.

While these improvements are small, it is worth remembering that the game

of blackjack is inherently very noisy and odds are very much stacked in favour

of the dealer. Consequently, any statistically significant improvement such as we

have shown, represents an achievement on the part of the evolutionary process.

Through the bench-marking process we have shown that the evolved strategy is

equivalent to the best human strategy which does not incorporate card-counting.

3.3 The Game of Connect Four

The game of connect-four is a two-player game played on a vertical board of 7x6

positions into which pieces are slotted in one of seven available slots. Each player

is given a number of coloured pieces (one colour per player) and must attempt

to create horizontal, vertical or diagonal piece-lines of length four. Players place

one piece per turn into one of the seven slots. The piece then falls onto a free

position in the chosen column, creating piles, or towers, of pieces. If a column is

full, the player must select an available slot.

While the game appears simple, a certain amount of tactical knowledge is

required to play proficiently. The most obvious approach is to scan the board
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for existing lines of three and either finish them to create four-in-a-line, or if the

line is the opponent’s, block it. However, as is the case in many games, the best

approaches focus on forcing the opponent to contribute to the player’s victory,

requiring more complex strategies.

Some research has been undertaken in the evolution of connect-four players

employing a library of existing games to train the neural networks by back-

propagation [17] as well as reinforcement learning methods [11].

In order for a population of neural networks to play games of connect-four,

a method must be developed to encode both the board’s current position and

decode the network’s output into a valid move. Following a number of empirical

trials examining a number of techniques, the best approach, dubbed Multiple

Board Selection, was chosen for this set of experiments.

Multiple Board Selection takes the current board position and produces a

number of board positions resulting from each possible move. The neural network

is presented with each board position and responds with an estimation of the

board position’s worth, expressed through its single output node. The move

producing the best board position is taken to be the agent’s preferred choice

and is chosen as the agent’s next move.

Experimental Results A population of 20 agents were allowed to evolve for

100 generations. At each generation, agents play in a tournament against all

other players. In addition, each agent plays a minimax player with three levels

of difficulty. In total, each agent plays 22 games of connect-four in its lifetime.

Agents are assigned fitness according to each game’s result: 3 points for both

a win and a draw and 0 points for a loss. This gives a fitness range of [0,66].

Teachers play a full tournament while pupils observe, and at each move, the

teacher corrects the pupil’s output through back-propagation.
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Table 4. Connect-Four Average Fitness

Population Avg. Fitness Max Fitness Min Fitness S. D.

Pop. Learning 0.5369646 0.6320001 0.2542307 0.0059148

Cultural Learning 0.6648816 0.7993531 0.3689372 0.0109289

Crossover was set at 0.6 and mutation at 0.02. The cultural learning settings

of teacher ratio and teaching cycles were set at 0.1 and 5 respectively. Cultural

mutation was also added with probability 0.05. The results in Fig. 3 and Table

4 show that the addition of cultural learning provides the best performance

and that the fitness levels show an upward trend at the end of the experiment,

suggesting that the population is capable of further improvement.

Discussion There is strong evidence (p value < 0.05, 95% C.I. ) to suggest that

the increase in performance brought by the addition of cultural learning to the

population is statistically significant. It is therefore possible to conclude from

this set of results that cultural learning improves the performance of agents in

the connect-four environment.

4 Conclusion

This paper presents a set of experiments which highlight the usefulness of cul-

tural learning in sequential decision problems. The results indicate that cultural

learning provides improved performance over population learning in each exper-

iment. We have shown that unlike traditional life-time learning techniques of

neural network optimisation, cultural learning does not require explicit solution

information.

Cultural learning gives populations the opportunity to sample acquired in-

formation within the population itself. This allows weaker members of the pop-

ulation to gain access to environmental information which would otherwise be

impossible to attain without incurring possible fitness losses. In addition, ex-

periments such as these provide a possible explanation of complex behaviour in

nature: since no perfect solution is possible for a given environmental situation,

organisms are not capable of receiving direct error feedback in the manner of syn-

thesised life-time learning simulations. Instead, they must either rely on purely

genetic information, or develop a mechanism for imparting useful knowledge to

the next generation.

Future work will concentrate on more complex sequential decision problems

and examine the effect of dynamic environments on populations employing cul-

tural learning.
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Autonomous dynamics in a dense associative

network for thought processes

Claudius Gros

Institute for Theoretical Physics, Frankfurt University, Germany.

Abstract. A dynamical system model with continuous-time dy-
namics for a dense and homogeneous associative network (dHAN)
for associative thought processes is presented and studied. Activity
centers representing cooperative secondary neural states of primary
sensory processing areas of a cognitive system are dynamically con-
nected to form overlapping associative memory states.
For this network we propose an autonomous dynamics. Only one
memory state is active at any given time, forming a transient attrac-
tor state. It activates spontaneously a closely associated different
memory state, giving rise to a time-series of associatively connected
memory states, representing an associative thought process.
External activation of individual activity-centers by preprocessed
sensory inputs will lead to a deviation of the thought process, acti-
vating memory-states associated both with the actual state-of-mind
(the stable memory state) and the sensory input.
The dHAN is capable to recognize external patterns in a noisy back-
ground, to focus attention autonomously and allows for hierarchical
memory states with an internal structure. Possible relevance to the
dynamics of human thought processes is discussed.

1 Introduction

Substantial progress has been made in the last decades in the understanding of
the primary sensory processing in biological cognitive systems. It is well known,
that the optical input from eyes is not analyzed and memorized bit-wise. Recog-
nition and enhancement of features and contrasts, like edges, shapes, relative
distances, movements and so on, are important jobs of the primary and the sec-
ondary visual cortex and other areas devoted to the preprocessing of external
sensory inputs [1].

We do not yet have firm data on the neurobiological nature of higher-level
long-term memories (memories of faces, experiences, grammar representation,
abstract knowledge, etc.). We assume here, that a higher-level memory state
connects (associates) two or more separate activity centers. As an activity cen-
ter we may regard in this context specialized output-neurons, (or assemblies of
output neurons) of the primary or of the secondary visual cortex, or of any other
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part of the brain involved in some specific tasks as the processing of external or
internal information (position of the limbs, pain, hunger, desires, etc.).

We consider here thought processes in cognitive systems which do not involve
the activation of the short-term, the working or the episodic memory. This kind
of thought process might be considered as “associative thinking”. We presume
that it would also occur in the isolated brain. It must therefore involve the
information stored in the long-term memory, the (long-term) memories.

We take hence the view, that this kind of associative thought process is char-
acterized by the spontaneous and autonomous sequential activation of memory
states. This process should be self-regulated without any controlling central unit.
Furthermore, in order to make semantic sense, each activated memory state
should be closely associated to its predecessor.

It would be possible to fulfill these postulates by constructing networks with
two distinct components: the memory states themselves and the associative links
(also called ‘conjunction units’ [2]) in between them. Here we take the stance,
that the associative thought process occurs in a homogeneous network: memory
states and conjunction units are functionally identical, there is only one kind of
constituent building blocks. Depending on the initial condition, an associative
link between two or more activity centers could be either a stationary memory
state by itself or it could serve to form an association in between two sequential
memory states in the course of a thought process.

We propose a dynamical model capable of simulating the above defined kind
of thought processes. We do not claim that actual thought processes in biolog-
ical cognitive systems (in our brain for instance) will be described accurately
by this model. However, thought processes of the kind proposed here seem to
be mandatory if a homogeneous associative network without external regula-
tive units wants to acquire information-processing capabilities. In such kind of
networks the information-processing must be self-organized by an autonomous
dynamical process.

We note that these self-organized association processes work only within
dense associative networks, where essentially all activity centers are connected
to some others, forming what one calls in network-theory a ‘Giant Strongly
Connected-Component’ [3]. In a sparse network there would be many uncon-
nected subclusters incapable to communicate autonomously. We do therefore
consider dense and homogeneous associative networks (dHAN) here, and one
might argue that the human brain, with its about 104 connections per neuron,
may fall into this category.

2 The model - Short-Term Relaxational Dynamics

The model we propose here consists of N activity centers (AC). Each AC is
characterized by the individual activity xi ∈ [0, 1] (i = 1, . . . , N) and by the
level of the activity reservoir ϕi ∈ [0, 1], which we will specify later on. We
consider here a continuous-time (t) evolution, xi = xi(t) and ϕi = ϕi(t). The
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dynamics for the AC is governed by

ẋi = (1 − xi)Θ(ri)ri + xi[1 − Θ(ri)]ri (1)

ri = bi + g(ϕi)

N∑

j=1

wi,jxj +

N∑

j=1

zi,jxjf(ϕj) , (2)

where the ri are growth rates with a respective bias bi, akin to those in a reaction-
network [4]. The role of the bias will be discussed further below, we consider
bi ≡ 0, if not stated otherwise. The unit for the time is arbitrary in principle and
could be tuned, as well as most of the parameters entering Eqs. (1) and (2), in
order to reproduce neurobiologically observed time-scales. For convenience one
could take a millisecond for the time-unit, in order-of-magnitude.

The function Θ(r) occurring in Eq. (1) is the step function: Θ(r) = 1, 0 for
r > 0 and r < 0 respectively. The dynamics, Eq. (1), respects the normalization
xi ∈ [0, 1], due to the prefactors (1 − xi) and xi for the growth and depletion
processes. The interactions in between the activity centers are

0 ≤ wi,j ≤ w, zi,j = 0, or wi,j = 0, zi,j ≤ −|z| .

The breakdown of the link-matrix in an excitatory part ∼ wi,j and inhibitory
part ∼ zi,j can be considered, as a reflection of the biological observation, that
excitatory and inhibitory signals are due to neurons and interneurons respec-
tively. We do no consider auto-associations: wi,i = zi,i ≡ 0.

A long series of experimental results from applied psychology has demon-
strated that human binary associations are stored in many instances symmetri-
cally, with some notable exceptions (see [5] and references therein). The model
we propose here works fine in both cases, we consider here for the time being
the recurrent case with wi,j = wj,i and zi,j = zj,i. This initial symmetry will be
broken spontaneously by the long-time dynamics, as discussed in Sect. 3.

The functions f(ϕ) and g(ϕ) govern the interaction in between the activity-
levels xi and the reservoir-levels ϕi. We will specify them in Sect. 3, initially we
consider f(ϕ) = g(ϕ) ≡ 1. The network is then analogous to a neural-network
with a continuous activity state xi ∈ [0, 1] for any neuron. After a short time
period this network will relax in a stationary state dependent on the initial
condition and on the link-matrices.

Contrary to most neural networks, where a finite fraction of all neurons might
be active simultaneously, we will consider here link-matrices wi,j and zi,j such
that only a finite number, typically between 2 and 7, of activity centers are
active in a stationary state. We will identify these stationary states (the winning
coalition) with memory states and consider in a second step the time evolution
of these memory states through the coupling of the reservoir-levels ϕi via the
reservoir functions f(ϕ) and g(ϕ).
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w z xc Γ+

ϕ Γ−
ϕ ϕ

(f)

c ϕ
(g)

c Γϕ

0.15 -1.0 0.85 0.004 0.009 0.15 0.7 0.05

Table 1. The set of model-parameters used. Other values are possible, e.g. for the mod-
eling of biologically observed time-scales. w/z denote the non-zero matrix elements of
the link-matrices wi,j/zi,j entering Eq. (1). The filling/depletion rates for the reser-
voir Γ±

ϕ and xc enter Eq. (5), the critical reservoir-levels for inhibition and activation,

ϕ
(f/g)

c , enter Eq. (6) such as the width Γϕ for the reservoir function. In the actual
simulations a 5%-noise was added to the non-zero wi,j matrix elements.

2.1 Stability Condition and Hierarchical Memory States

The stabilization of memory states made up of clusters with Z = 2, 3, . . . activity
centers is provided by an inhibitory background of links:

zi,j ≡ z < 0, ∀(wi,j = 0, i 6= j) , (3)

for the uniform case. In Fig. 1 we illustrate a 12-center network. Illustrated in
Fig. 1 by the black lines are the excitatory links, i.e. the non-zero matrix-elements
of wi,j . All pairs (i, j) of activity-centers not connected by a line in Fig. 1 have
zi,j = −|z|. If |z| is big enough, then only those clusters of activity centers are
dynamically stable in which all participating centers are mutually connected.
Examples of stable memory states are highlighted.

This kind of encoding of the link-matrices is called a ‘winners-take-all’ sit-
uation, since fully interconnected clusters will stimulate each other via positive
intra-cluster wi,j . There will be at least one negative zi,j-link amongst an active
center of the winning memory state to every out-of-cluster AC, suppressing in
this way the activity of all out-of-cluster activity centers. One can regard the
associative network presented here also in terms of statistical mechanics of mag-
nets. The memory-states can then be considered as ferromagnetically coupled
clusters in a background of long-range antiferromagnetic couplings.

No AC (i) outside a Z-center memory state (MS) may be linked to all activity
centers (j) making up this memory state. Otherwise (i) would be part of this MS.
There may therefore be maximally Z − 1 positive connections between (i) and
the MS. In addition, if the memory state is to be dynamically stable, the links
between (i) and the MS may not be too strong:

|z| >
∑

j∈MS

wi,j , |z| > (Z − 1)w , (4)

where the second equation holds for the uniform case, wi,j ≡ w > 0 for the
non-zero excitatory matrix elements. No ‘spurious memory state’ will occur if
Eq. (4) is fulfilled.

In the above discussion we have used for simplicity mostly the uniform case
wi,j ≡ w for all non-zero excitatory links. In this case all features making up
a memory-state are bound together with the same strength. Memory states
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Fig. 1. The thought process (2, 6) → (4, 5, 6, 10) → (4, 8, 10) → (8, 11) → (6, 7, 11) →
(0, 1, 2) of a 12-site network with 7 2-center, 7 3-center and one 4-center memory state.
The arrangement of the activity centers (filled blue circles) is arbitrary, here we have
chosen a circular arrangement for a good overview. The active memory-state (open
red circles connected by yellow lines) are highlighted. The non-zero excitatory links
wi,j > 0 differ from the uniform level w randomly by at most 5%. Compare Fig. 2 for
the time-evolution of the variables.

corresponding to biological relevant objects will however exhibit in general a
hierarchical structure [6, 7].

A memory state corresponding to ‘boy’ may correspond, to give an example,
to a grouping of ACs corresponding to (face), (shirt), (pants), (legs), (red),
(green) and so on. All these ACs would need positive links wi,j > 0. But if
red is the color of the shirt, then the link (red)-(shirt) will be much stronger
than the link (red)-(legs) or (red)-(pants). The structure of the memory-states
defined here is therefore flexible enough to allow for a (internal) hierarchical
object representation.

No confusion regarding the colors of the shirt and of the pants arises in above
example when variable link-strengths wi,j are used. Note however, that this is
possible only because small and negative links zi,j are not allowed in our model, a
key difference to most classical models of neural networks [8]. If weak inhibitory
links would be present, the boundary of memory states could not be defined
precisely, as the stability condition Eq. (4) would break down.
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3 The model - Autonomous Associative Dynamics

The dynamics of most traditional neural networks is predominantly input-driven:
Without external stimuli (no task to be performed) most proposed networks so
far are quiet without an autonomous activity [8]. The aim of the present work
is to propose a possible scenario for a continuously and spontaneously active
associative network. Without external stimuli the network would be constantly
active, it would be ‘thinking’ on its own. The network would react to external
inputs and perform (or not perform, depending on the actual ‘state of mind’)
then a trained task. We will now propose a possible mechanism allowing for
autonomous and continuously ongoing thought processes.

The activity-centers will generally be made up of (biological or cybernetical)
subunits. We assume here that a continuous and high activity-level depletes
the resources of these subunits. Lumping all subunits together we define with
ϕi = ϕi(t) ∈ [0, 1] the level of these resources (the reservoir). For the time-
evolution ϕ̇ = d

dt
ϕ(t) of the reservoir-levels we propose

ϕ̇i = Γ+
ϕ Θ(xc − xi)(1 − ϕi) − Γ−

ϕ Θ(xi − xc)ϕi . (5)

For x > xc (high activity level) the reservoir-level ϕi decreases with the rate Γ−
ϕ .

For x < xc (low activity level) the reservoir-level ϕi increases with the rate Γ+
ϕ .

The factors (1 − ϕi) and ϕi in Eq. (5) enforce the normalization ϕi ∈ [0, 1].
The dynamics induced by Eq. (1) leads to a relaxation towards the next

stable memory state within a short time-scale of Γr ≈ 1/w ≈ 1/|z|, in order-of-
magnitude. Choosing the rates Γ±

ϕ for the reservoir dynamics to be substantially
smaller than the relaxation-rates Γr we obtain a separation of time-scales for
the stabilization of memory state and for the depletion/filling of the activity
reservoirs ϕi(t).

A low reservoir level will have two effects: The ability to suppress another
activity center via an inhibitory link zi,j , which will be reduced by f(ϕ) and the
activation by other centers via an excitatory link wi,j , which will be reduced by
g(ϕ), see Eq. (2). These functions may be chosen as smoothed step functions,

f(ϕ) = Sf (ϕ − ϕ(f)
c ), g(ϕ) = Sg(ϕ − ϕ(g)

c ) , (6)

where Sf,g(∆ϕ) have a sigmoidal form with a suitable width Γϕ and the nor-

malization conditions Sf,g(0 − ϕ
(f,g)
c ) = 0 and Sf,g(1 − ϕ

(f,g)
c ) = 1. For the

simulations presented here, we have used a width of Γϕ = 0.05.
If the network was initially recurrent with wi,j = wj,i, the time-dependence

of ϕi(t) has the consequence that this symmetry will be dynamically broken, see
Eq. (2).

In Fig. 1 we present, for illustrational purposes, an autonomous thought
process within a 12-center network with 15 stable memory states. The time-
evolution of the corresponding activities xi(t) and the growth-rates ri(t) are
shown in Fig. 2. Note that the growth-rates are positive only at and shortly after
a transition to a new memory state. Competing coalitions of activity centers are
suppressed due to the inhibitory background.
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Fig. 2. The activity xi(t) (top) and the growth-rates ri(t) (bottom) for the thought
process (2, 6) → (4, 5, 6, 10) → (4, 8, 10) → (8, 11) → (6, 7, 11) → (0, 1, 2) illustrated in
Fig. 1.

3.1 Recognition as an Emergent Cognitive Capability

The short-term dynamics of the associative network presented here is a winners-
take-all dynamics. One could imagine, in principle, the network to be dormant in
its default state, reacting only to external stimuli. This ‘operating modus’ would,
however, not allow the network to perform one of its basic duties: the recognition
of patterns in external stimuli. The network should be able to distinguish a
random external stimulus from a stimulus corresponding to a stored memory
state.

Any external stimulus impressed on a dormant network leads to the activation
of a single memory state, the one having the largest overlap with the input-
pattern. This response would occur both for an input containing a pattern close
to a previously stored memory state as for any random (nonsensical) input. In the
later case the relaxation to a (arbitrary) memory state would just take somewhat
longer. This behavior is a direct consequence of the competitive dynamics of Eq.
(1), the dormant state is unstable. Such a behavior is however highly undesirable.
Only sensory input corresponding closely to a stored internal representation (or
an input with a high saliency) should be able to influence the state of the network.

The situation changes if the network is in its normal operating mode with a
continuous autonomous activity. An external stimulus then competes with the
ongoing thought process and only when it matches closely a stored memory
state, will it be able to activate the corresponding memory state, suppressing
the previously ongoing thought process. When this occurs, we may speak of the
network having ‘recognized’ the object encoded in the input pattern. Recognition
therefore occurs as an emergent cognitive capability within the dHAN.
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Fig. 3. Recognition as discrimination between weak and strong signals. A short external
stimulus acts on sites (8) and (10) while the memory-state (2,6) of the thought-process
illustrated in Fig. 1 is active. Top/bottom row: activities/growth-rates.
Left: A weak stimulus (b8(t) = b10(t) = 0.2 for t ∈ [200, 204]) does not manage to
deviate the autonomous thought-process, the next activated memory-state is (4,5,6,10).
Right:A strong stimulus (b8(t) = b10(t) = 0.4 for t ∈ [200, 204]) is recognized as the
state (4,8,10) and completed.

This situation shows up in the simulation presented in Fig. 3, where an
external signal acts for a short time-interval on the autonomous thought-process
illustrated in Fig. 1. The external signal acts by changing the bias bi(t), entering
Eq. (2), with varying intensity during a finite time interval.

3.2 Dynamical Attention-Fields and Inspiration

In Fig. 4 we present a non-trivial processing of an external signal by the au-
tonomous process shown in Fig. 1. The dHAN is in the transient attractor state
(8,11). The subsequent memory-state in the absence of an external signal would
be (6,7,11), see Fig. 1 and left column of Fig. 4. The response of the system is
dominated by the external signal when this signal is strong, see right column of
Fig. 4. Two stored memory states (1,3,4) and (1,3,9) are compatible with the ex-
ternal stimulus (1,3). Due to slight (random) variations in the magnitude of the
link-matrices, the dHAN completes the external signal to (1,3,9), a recognition
process.

It is interesting to analyze what happens in the case of a weak signal. In
the process illustrated by the middle column of Fig. 4, the signal was strong
enough to deviate the ongoing self-sustained thought process, but too weak to
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Fig. 4. External stimuli acting on sites (1) and (3) while the state (8,11) of the thought-
process illustrated in Fig. 1 is active. Top/bottom row: Initial/final states.
Left: Autonomous process in the absence of an external stimulus.
Middle: A weak stimulus (b1(t) = b3(t) = 0.8 for t ∈ [700, 704]), inspiring the state
(3,11).
Right: A stimulus strong enough (b1(t) = b3(t) = 1.2 for t ∈ [700, 704]) for recognition
and completion of the pattern (1,3,9).

result in recognition of the external pattern. In this situation the external signal
is perceived as a kind of inspiration and the memory-state (3,11) is activated.

The cause for this inspiration-process is the extension of the dynamical at-
tention field. The resulting attention-focussing leads to a partial perception of
the input. Every active memory state MS = {i1, i2, . . . , iZ} comes with an
attention field AF

AF = {sites j such that wj,il
> 0, il ∈ MS} .

Signals acting on sites in AF induce a larger response, see Eqs. (1) and (2), than
signals acting on sites outside the attention field. We note, that the activity
center (3) is part of the attention field of (8,11), but (1) is not. This difference
leads to the partial recognition of the external signal acting simultaneously on
(1,3), see Fig. 4.

There is an intrinsic and deep-rooted relation between consciousness and
attention [9]. One usually recognizes an object consciously when paying attention
to it or if the object has salient features [10]. Both aspects emerge naturally from
the autonomous associative dynamics proposed here, at least to a certain extend,
as shown by the results of the simulations presented in Figs. 3 and 4. As we can
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see, the dHAN is able to generate attention dynamically and autonomously due
to its self-sustained dynamics.

4 Conclusions

We have discussed the principles underlying the notion of autonomous associative
thinking as they would occur when short-term, working and episodic memories
would be turned off in the brain. Only with the collaboration of the later three
types of memories is the human brain capable of logical reasoning, the domain
of most studies in artificial intelligence [11] and computational intelligence [12].
We have shown that a generalized winners-take-all implementation of a dense,
homogeneous network (dHAN) with overlapping memory states is capable of
a self-sustained associative thought process. This autonomous process is made-
up by a time-series of transient attractors, the memory states. It is capable
of recognition and might constitute the core of a more complete autonomous
operating cognitive system.
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Abstract. We review a new form of self-organizing map which is based
on a nonlinear projection of latent points into data space, identical to
that performed in the Generative Topographic Mapping (GTM) [1]. We
introduce a new mapping based on harmonic averages and show that
it too creates a topographic mapping of the data. We illustrate these
mappings on real and artificial data sets.

1 Introduction

Recently [2], one of us introduced a new topology preserving mapping which
we called the Topographic Products of Experts (ToPoE). Based on a generative
model of the experts, we showed how a topology preserving mapping could be
created from a product of experts in a manner very similar to that used by
Bishop et al [1] to convert a mixture of experts to the Generative Topographic
Mapping (GTM).

A topographic mapping of a data set is a mapping which retains some prop-
erty of the data set in an ordered manner. For example, in the visual cortex,
we have neurons which have optimal response to different orientation of bars.
Crucially, however, as we traverse part of the cortex, the optimal orientation
changes smoothly and gradually: nearby neurons respond optimally to similar
orientations. Topographic mappings are rather ubiquitous in the cortex, appear-
ing for example in the visual, auditory, somatosensory and motor cortex. In this
paper, we discuss a new method of finding topographic mappings.

In this paper, we first discuss the underlying model for the mapping and
then review the K-Harmonic Means algorithm and show how it may be adapted
so that it creates a topology preserving mapping which we call the Harmonic
Topographic Map, HaToM.

2 The Model

We begin with a set of experts1 who reside in some latent space and take re-
sponsibility for generating the data set. With a mixture of experts [4, 5], the

1 Where an expert is a local model of part of the data
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experts divide up the data space between them, each taking responsibility for a
part of the data space. This division of labour enables each expert to concen-
trate on a specific part of the data set and ignore those regions of the space for
which it has no responsibility. The probability associated with any data point
is the sum of the probabilities awarded to it by the experts. There are efficient
algorithms, notably the Expectation-Maximization algorithm, for finding the pa-
rameters associated with mixtures of experts. Bishop et al [1] constrained the
experts’ positions in latent space and showed that the resulting mapping (the
GTM) also had topology preserving properties.

Each expert is deemed to generate a maximal response at some center,
mk in data space. We envisage that the underlying structure of the experts
can be represented by K latent points, t1, t2, · · · , tK . To allow local and non-
linear modelling, we map those latent points through a set of M basis functions,
f1(), f2(), · · · , fM (). This gives us a matrix Φ where φkj = fj(tk). Thus each row
of Φ is the response of the basis functions to one latent point, or alternatively
we may state that each column of Φ is the response of one of the basis functions
to the set of latent points. One of the functions, fj(), acts as a bias term and
is set to one for every input. Typically the other Φ are gaussian centered in the
latent space. The output of these functions are then mapped by a set of weights,
W , into data space. W is M × D, where D is the dimensionality of the data
space, and is the sole parameter which we change during training. We will use
wi to represent the ith column of W and Φj to represent the row vector of the
mapping of the jth latent point. Thus each basis point is mapped to a point in
data space, mj = (ΦjW )T .

One of us [2] has previously developed this model as a topological prod-
uct of experts (ToPoE) and updated the weights using gradient descent on
||∑i x−mi||2 to get the learning rule

∆nwmd =
K∑

k=1

ηφkm(x(n)
d −m

(k)
d )rkn (1)

where we have used ∆n to signify the change due to the presentation of the nth

data point, xn, so that we are summing the changes due to each latent point’s
response to the data points. rkn is the responsibility which the kth latent point
takes for the nth data point.

One feature of ToPoE which is less than satisfactory is that when no latent
point accepts responsibility for a data point, all latent points are given equal
responsibility for that data point. This ensures that every data point is covered
by the projections of the latent points but, while this is a sensible thing to do at
the start of training, it seems unconvincing when it is performed in the middle
of training. We therefore seek a mapping which does not have this feature. This
has led us to investigate alternative criteria such as used in the HaToM.
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3 Harmonic Averages

Harmonic Means or Harmonic Averages are defined for spaces of derivatives.
For example, if you travel 1

2 of a journey at 10 km/hour and the other 1
2 at 20

km/hour, your total time taken is d
10 + d

20 and so the average speed is 2d
d
10+ d

20
=

2
1
10+ 1

20
. In general, the Harmonic Average is defined as

HA({ai, i = 1, · · · ,K}) =
K∑K

k=1
1

ak

(2)

3.1 Harmonic K-Means

The harmonic means have recently [8, 7] been used to robustify the K-means
algorithm. The k-Means algorithm [3] is a well-known clustering algorithm in
which N data points are allocated to K means which are positioned in data
space. The algorithm is known to be dependent on its initialization: a poor set of
initial positions for the means will cause convergence to a poor final clustering. [8,
7] have developed an algorithm based on the Harmonic Average which converges
to a better solution than the standard algorithm.

The algorithm calculates the Euclidean distance between the ith data point
and the kth centre as d(xi,mk). Then the performance function using Harmonic
averages seeks to minimize

PerfHA =
N∑

i=1

K∑K
k=1

1
d(xi,mk)2

(3)

Then we wish to move the centres using gradient descent on this performance
function

∂PerfHA

∂mk
= −K

N∑

i=1

4(xi −mk)

d(xi,mk)4{∑K
l=1

1
d(xi,ml)2

}2
(4)

Setting this equal to 0 and ”solving” for the mk’s, we get a recursive formula

mk =

∑N
i=1

1
d4

i,k(
∑K

l=1
1

d2
i,l

)2
xi

∑N
i=1

1
d4

i,k(
∑K

l=1
1

d2
i,l

)2

(5)

where we have used di,k for d(xi,mk) to simplify the notation. There are some
practical issues to deal with in the implementation details of which are given in
[8, 7].

[8] have extensive simulations showing that this algorithm converges to a
better solution (less prone to finding a local minimum because of poor initiali-
sation) than both standard K-means or a mixture of experts trained using the
EM algorithm.
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3.2 The Harmonic Topographic Map

The (5) formula is now used with the latent variable model. Since

∂PerfHA

∂W
=

∂PerfHA

∂mk

∂mk

∂W
=

∂PerfHA

∂mk
Φk (6)

With this learning rule on the latent model, we get a mapping which has elements
of topology preservation but which often exhibits twists, such as are well-known
in Kohonen’s SOM [6]. We therefore opt to begin with a small value of K (for one
dimensional latent spaces, we tend to use K=2, for two dimensional latent spaces
and a square grid, we use K=2*2) and grow the mapping. We do not randomise
W each time we augment K. The current value of W is approximately correct
and so we need only continue training from this current value. Also for this paper
we have implemented a pseudo-inverse method for the calculation of W from the
positions of the centres, rather than (6). Then the algorithm is

1. Initialise K to 2. Initialise the W weights randomly and the centres of the
M basis functions uniformly across latent space.

2. Initialise the K latent points in latent space.
3. Calculate the projection of the latent points to data space. This gives the K

centres, mk.
(a) count=0
(b) For every data point, xi, calculate di,k = ||xi −mk||.
(c) Recalculate means using (5).
(d) If count<MAXCOUNT, count= count +1 and return to 3b

4. Recalculate W using (ΦT Φ + δI)−1ΦT m where m is the matrix containing
the centres, I is identity matrix and δ is a small constant, necessary because
initially K < M and so the matrix ΦT Φ is singular.

5. If K < Kmax, K = K + 1 and return to 2.

In the simulations below, MAXCOUNT was set at 20.

3.3 Simulations

Artificial Data We show in Figure 1 the result of a simulation in which we have
20 latent points deemed to be equally spaced in a one dimensional latent space,
passed through 5 Gaussian basis functions and then mapped to the data space by
the linear mapping W which is the only parameter we adjust. We generated 60
two dimensional data points, (x1, x2), from the function x2 = x1+1.25 sin(x1)+µ
where µ is noise from a uniform distribution in [0,1] and x1 is drawn from
a uniform distribution in [0,2π]. We use 10000 iterations of the learning rule
(randomly sampling with replacement from the data set) We see that for a small
number of latent points the mapping from latent space to data space preserves
the 1 dimensional nature of the data. However the last diagram in that figure
shows the mapping of 20 latent points to data space. We see that the algorithm is
so eager to spread these projections about in data space that the mapping moves
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Fig. 1. The harmonic topology preserving mappings with 2, 4, 8 and 20 latent points.
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across the data set rather than just along the manifold. This begins to happen
with about 16 latent points and becomes more pronounced as more latent points
are added.

With the standard (for illustrative purposes) data set of data drawn from
a uniform distribution in [-1,1]×[-1,1], we get the results from a grid of la-
tent points in a two dimensional latent space shown in Figure 2. We see that
the mapping loses its shape fairly quickly. We consider this as evidence of an
over-responsiveness to the data so that the structure of the latent space is very
strongly deformed in its projection in data space.
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Fig. 2. The harmonic topology preserving mappings with grids of size 3*3, 5*5, 7*7
and 10*10.

The Algae data set As a visualization technique the HaToM has one advan-
tage over the standard SOM: the projections of the data onto the grid need not
be solely to the grid nodes. We illustrate the method as a visualisation technique
on a set of 118 samples from a scientific study of various forms of algae some of
which have been manually identified. Each sample is recorded as an 18 dimen-
sional vector representing the magnitudes of various pigments. 72 samples have
been identified as belonging to a specific class of algae which are labelled from
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1 to 9. 46 samples have yet to be classified and these are labelled 0. We show
in Figure 3 (top) the projections of the classified algae onto a two dimensional
manifold from a 10*10 harmonic topographic map. All of the classes are easily
identified, and we can see how the order of the classes in the projected map is
the same as the order of the algae labels, which seems to imply a logical order
in the labeling according to the properties of the algae. The bottom diagram in
that figure shows the projection of the whole data set. From this, we conjecture
that

– there are other classes in the data set which have not yet been identified.
– some of the unclassified samples belong to classes already identified.
– some may be simply outliers.

These are, however, speculations on our part and must be validated by a scientist
with biological expertise.

If we compare this map with the equivalent map from ToPoE (Figure 4)or the
GTM, we see that this map is far more spread out than the other maps; the data
points’ projections into this space are more diffuse and so more of the space is
being used for discriminating the data. Also the unclassified points’ projections
show an interesting structure composed of a central cluster and two extrud-
ing arms, the meaning of which would have to be the subject of a biologist’s
investigation.

The GTM makes a very accurate classification: we see that the responsibilities
for data points are very confidently assigned in that individual classes tend to be
allocated to a single latent point. This, however works against the GTM in that,
even with zooming in to the map, one cannot sometimes disambiguate the two
different classes such as at the points (1,-1) and (1,1). This was not alleviated
by using regularisation in the GTM though we should point out that we have a
very powerful model for a rather small data set.

3.4 Generalised Harmony Learning

[7] generalises the model in Section 3.2 using

PerfHA =
N∑

i=1

K∑K
k=1

1
d(xi,mk)p

(7)

Then we wish to move the centres using gradient descent on this performance
function

∂PerfHA

∂mk
= −K

N∑

i=1

2p(xi −mk)

d(xi,mk)p+2{∑K
l=1

1
d(xi,ml)p }2

(8)

Solving now for mk, we get

mk =

∑N
i=1

1

dp+2
i,k (

∑K
l=1

1
d

p
i,l

)2
xi

∑N
i=1

1

dp+2
i,k (

∑K
l=1

1
d

p
i,l

)2

(9)
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dimensional set of 10*10 latent points. Bottom: the projection of the whole data set.
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with which we can readily replace (5) in the above algorithm.
[7] shows how this algorithm with p > 2 acts like boosting for supervised

learning: data points which are not well represented by the K-Harmonic Means
are given greater priority in the recalculation of the positions of the means. Since
the current data sets are already well covered by the HaToM, we are currently
seeking especially difficult data sets to investigate this effect. This will be the
subject of a future paper.

4 Conclusion

We have discussed a model which uses latent points which have some structure in
an underlying latent space. We have investigated projecting these latent points
into data space by mapping them through a nonlinear basis and then taking
linear combinations of this to map a data set. We have trained the weights of
this mapping by adapting the Harmonic K-Means algorithm which is extensively
shown in [8] to converge to better solutions than K-means or the mixture of
experts. In practice, we may show that HaToM is more data driven than ToPoE.

The fact of being more data driven is not necessarily a good thing. If we wish
to emphasise the low dimensionality of a data set, then allowing the mapping to
spread may reduce insight into a low dimensional manifold. On the other hand,
we have shown with the algae data set that more insight into a data set can be
achieved through diverse mappings.
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Abstract. Message classification is a text classification task that has
provoked much interest in machine learning. One aspect of message clas-
sification that presents a particular challenge is the classification of short
text messages. This paper presents an assessment of applying a case-
based reasoning approach that was developed for long text messages
(specifically spam filtering) to short text messages. The evaluation in-
volves determining the most appropriate feature types and feature repre-
sentation for short text messages and then comparing the performance of
the case-based classifier with both a Näıve Bayes classifier and a Support
Vector Machine. Our evaluation shows that short text messages require
different features and even different classifiers than long text messages.
A machine learner which is to classify text messages will require some
level of configuration in these aspects.

1 Introduction

Message classification is a text classification task that has provoked much inter-

est in machine learning [1–4]. One aspect of message classification that presents

a particular challenge is the classification of short text messages where the signa-

ture of the concept being learned is weak. This is an important issue as there are

a number of message classification application areas where short text is inherent.

The classic example is the Short Message Service (SMS) where a text message

has a limit of 160 characters. Other application areas include classification of

text entered into comment boxes, online or otherwise.

This paper presents an assessment of using case-based reasoning for the clas-

sification of short text messages. Our earlier work on message classification has

been in the area of spam filtering [3, 5]. We propose in this paper, to evaluate

and extend this case-based approach to the classification of short text messages.

We evaluate the case-based classifier on a number of datasets of two types,

SMS messages with classification of spam and nonspam and customer comments

with classifications of satisfactory and unsatisfactory from guests of a large hotel

chain. We assess how the configuration of the case-based classifier (with respect
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to the feature representation, feature selection and case selection policies) differs

from that used for email (long) text messages.

This paper begins with an overview of existing research into short text mes-

sage classification in Section 2. Section 3 then describes the case-based approach

that we use. Section 4 discusses the evaluation of the case-based approach on

short text messages, describing the datasets used, the evaluation methodology

and the most appropriate configuration of the classifier for short text. In Section

5 we compare the performance of the case-based classifier to two other machine

learning approaches, Näıve Bayes (NB) and Support Vector Machines (SVM)

both of which are popular in text classification. The paper concludes in Section

6 with directions for future work.

2 Review of Existing Short Text Classification

Approaches

The machine learning approach to text classification has been studied and anal-

ysed for many years [6–9] but there has been little previous work in the short

text classification domain. The techniques used for text classification work well

for datasets with large documents such as scientific papers but suffer when the

documents in the training corpus are short. The performance loss can be at-

tributed to the weak signature of the concept being modeled due to the short

length of the text.

Previous research into short text classification has focused on including ad-

ditional information with the training data to aid the classification process. Ze-

likovitz’s [10] approach to short text classification uses Latent Semantic Indexing

(LSI). LSI is an unsupervised learner that creates a reduced vector space through

singular value decomposition (SVD). Zelikovitz combines the training data with

the unlabeled test examples when creating the reduced vector space. She con-

cludes that this expanded feature space includes semantic associations that help

to classify short text documents. Zelikovitz has also used unlabeled background

information that is related in some way to the training data [11, 12]. For exam-

ple if the classification task is to classify titles of scientific papers, the unlabeled

background information used could be the abstracts of the papers in the training

dataset.

3 A Case-based Approach to Text Classification

In this section we describe Email Classification Using Examples (ECUE) the

case-based approach that we used to classify email into spam and legitimate

email [3] and outline the design decisions that were made for long text messages.

The ECUE system extracts three types of features, these are word features

(i.e. a sequence of characters separated by white space), single characters fea-

tures (i.e. letters) and statistical features (e.g. the proportion of uppercase). This

combination of features gave the best generalisation accuracy for email classifi-

cation.
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There are two possible feature representations for text features; binary (i.e.

true or false, indicating that a particular feature simply exists in the text or not)

and numeric (i.e. a number representing the frequency of a particular feature in

the text). The ECUE system uses a binary feature representation as it was found

to produce the best generalisation accuracy for spam filtering [3].

ECUE represents a case ei in the case-base as a vector of features values,

ei = (f1, f2...fn, s), where f is a feature and s is the class. Binary feature repre-

sentation for word features uses the existence rule i.e. if the feature exists in the

case fi =1 otherwise fi = 0. For statistical and single character features we use

the Information Gain (IG) [13] value, as calculated during the feature selection

process, to determine if fi is set to 1 or 0. This is determined by comparing

the normalised frequency of the feature with the threshold value which returns

the highest IG. If the normalised frequency is greater than the threshold value

fi = 1 otherwise fi = 0. For numeric feature representation we simply use the

normalised frequency of a feature.

ECUE uses a k-nearest neighbour classifier which returns the k-nearest neigh-

bours (k-NN) that are most similar to the target case. A False Positive (FP) (a

legitimate message classified incorrectly as spam) is significant for spam filtering

as a legitimate email being misclassified as spam is unacceptable in most situa-

tions. To reduce the rate of FPs, ECUE uses the k-NN algorithm with unanimous

voting to bias the classifier away from FPs. In unanimous voting all k-nearest

neighbours have to be classified as spam before the test email (case) is classified

as spam otherwise it is classified as a legitimate email. As we are looking at

general message classification of short text messages, in this evaluation we use

the k-NN algorithm with weighted distance voting [14].

The ECUE system uses a case-base editing technique called Competence Base

Editing (CBE) [15] to manage the size of the case-base by removing noisy and

redundant cases. CBE initially builds a competence model of the case-base iden-

tifying the usefulness of each case (represented by the cases that it contributes to

classifying correctly) and also the damage that each case causes (represented by

the cases that it causes to be misclassified). These properties are used to identify

the cases to be removed. It was found that editing a case-base using CBE yields

the best generalisation accuracy in the spam filtering domain [15].

4 Evaluation of CBR for Short Text Message

Classification

In this evaluation there are two objectives. The first objective is to determine

the most appropriate case representation for short text message classification.

The second objective is to determine if the CBE editing technique is effective

for short text messages.
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4.1 Datasets Used

This assessment used two types of datasets that contain short text messages,

a corpus of customer comments and a corpus of Short Message Service (SMS)

messages.

The customer comments corpus consists of over 5000 comments from guests

visiting hotels that are part of a large hotel chain. The comments are graded in

the range of 1 to 3 where 1 indicates high satisfaction with the service provided

and 3 indicates low satisfaction. We grouped all comments with satisfaction level

1 into the class satisfactory and comments with satisfaction levels of 2 and 3 into

the class unsatisfactory. The average message length for satisfactory comments is

54 characters with an average feature frequency of 8, while the average message

length for unsatisfactory comments is 74 characters with an average feature

frequancy of 12. The corpus was divided into four datasets each consisting of 500

satisfactory and 500 non satisfactory comments. The comments themselves range

from a few words e.g. “V good” to a detailed description of what a guest found

good or bad e.g. “Enjoyed our stay in our family room immensely. Can’t wait to

come back.” The customer comments present a particular challenge for a text

classifier as the difference between satisfactory and non satisfactory comments

can be slight, for example “The room was good” and “The room was not good”.

The SMS corpus consists of two datasets with 100 legitimate and 100 spam

messages in both. The average message length for the legitimate SMS is 95 char-

acters with an average feature frequency of 18, while the average message length

for the spam SMS is 133 characters with an average feature frequancy of 22.

The legitimate SMS messages consist of personal and business text messages

and the spam SMS messages contain promotional SMS messages and unwanted

text alerts. While legitimate SMS messages are normally from personal corespon-

dents and are normally short messages such as “Where are you?”, spam SMS

are normally from companies who are trying to offer some service or product

such as “1000 Downloads 2 choose. Txt Sir to 80082 EUR3”.

4.2 Evaluation Metrics

The main evaluation metric that will be reported in this evaluation is the per-

centage error, i.e. the percentage of test instances incorrectly classified by the

classifier. For the SMS message datasets the rate of FPs will also be reported, as

similar to the situation with spam filtering, the rate of FP is significant in the

SMS domain, although we haven’t biased the classifiers away from FPs as was

done in ECUE.

4.3 Evaluation Methods

The evaluation method used for each dataset was a 10 fold cross-validation,

dividing the dataset into 10 stratified divisions or folds. In this method each fold

in turn is used as a test dataset while the rest of the nine folds are considered to

be the training dataset. A case-base was built from each training dataset using
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the top 500 features ranked using Information Gain [13]. For each fold and test

set combination the performance measures were calculated for different case-base

configurations (e.g. with different feature types and feature representation).

Confidence levels were calculated using McNemar’s test [16] to determine

whether significant differences exists between any two case-base configurations.

McNemar’s test has some advantages over other performance measures (e.g.

paired t-test), it has a lower Type I error (the probability of incorrectly detect-

ing a difference when no difference exists) and has a better ability to detect a

deference where one exists [16].

4.4 Evaluation to Determine Case Representation

The objective of this evaluation was to determine (i) the combination of either

word, statistical and/or single character features and (ii) the feature representa-

tion (binary or numeric) that gives the best generalisation accuracy.

We performed a number of experiments varying k from k = 1 to k = 9 and

varying the type of features used. The combination of the types of feature we

evaluated were word features only, word and statistical features, word and letter

features and word, statistical and letter features. Our results indicated that for

both types of dataset the types of features that perform best are word and

statistical features with no letter features. This combination of feature types

is different from the combination that ECUE uses for email messages. ECUE

uses all three types of features to filter spam emails. It is not surprising that

letter features are not predictive for the datasets we have used here. Email

spammers use obfuscation to confuse email filters by including punctuation in

the middle of words or by replacing certain letters such as ‘i’ with 1’s or l’s

e.g. V.1:a.g.r:a. Spammers also tend to use a lot of uppercase characters e.g.

I.N.V.E.S.T.M.E.N.T. This would explain why letters are so predictive. The

text message and customer comments datasets use normal structured English

where letters would not necessarily be as predictive. Also SMS spam is in its

infancy and SMS spammers have not had to obfuscate their text messages to

bypass filters yet.

Our experiments also found that a k-NN classifier with k=7 gave the best

performance for the customer comments datasets and a k-NN classifier with k=3

gave the best performance for SMS messages datasets. This indicated that the

signature of SMS spam is stronger and more easily differentiated from legitimate

SMS messages, even with short text, than that of satisfactory and unsatisfactory

customers comments. This is to be expected as customer comment messages with

different classifications can differ in as little as just one single word.

Our next objective was to determine the best feature representation, either

binary or numeric. We ran our experiments using the combination of feature

types which gave the best generalisation accuracy (i.e. word and statistical fea-

tures) and compared the results for a binary and numeric feature representation.

Fig 1 shows the percentage error for binary and numeric feature representation

for each of the four customer comments and the overall result across all four

datasets.
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The results for the customer comments dataset shows that a numeric repre-

sentation of features gives better performance and reduces error across all four

datasets. The difference between numeric and binary representation for dataset

1, 2 and 3 are significant at the 99.9% confidence level whereas the difference for

dataset 4 and the overall result are significant at the 90% confidence level.

Fig 2 shows the percentage error and FP rate for each of the SMS datasets and

the overall result across both datasets. The graphs in Fig 2 show that a binary

representation of features gives better performance and reduces the error and

the FP rate across all datasets. The difference in the percentage error between

numeric and binary representation is only significant for dataset 1 and the overall

result at the 95% confidence level whereas the difference in the FP rate is only

significant at the 95% confidence level for dataset 1.

Hotel Comments Datasets
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Error Binary

Numeric

Fig. 1. Percentage error results of comparing binary and numeric feature representation
for the customer comments datasets
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Fig. 2. Percentage error & FPs results of comparing binary and numeric feature rep-
resentation for the SMS datasets

4.5 Evaluation of Case-Base Editing Technique

The objective of this evaluation was to determine whether applying the case-

base editing technique (CBE) would improve the generalisation accuracy of a

case-base of short text messages. Fig 3 and 4 show the results for the customer

comments datasets and the SMS datasets respectively. The reduced size of each

dataset is included in the figures as a percentage of the original size.
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The results show that the percentage error is higher for the edited case-base

compared to the unedited case-base in the customer comments datasets. The

results show little difference in the percentage error or FPs for the SMS datasets.

The differences for the customer comments datasets are all significant at the 95%

level or higher except for dataset 2 where the difference is not significant. None

of the differences on the SMS datasets are significant in any case possibly due

to the limited size of the datasets.

This indicates that the editing technique CBE is not appropriate for short

text message classification. One of the objectives of CBE was to conservatively

reduce the size of the case-base [15]. ECUE reduces an email case-base by approx-

imately 30%, but applying CBE to the customer comments and SMS datasets

results in an overall average reduction of 56% and 65% respectively. This sug-

gests that the sparsity of the cases due to the short text content of the messages

is not appropriate for the editing technique resulting in too many cases being

removed.
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Fig. 3. Percentage error rsults of applying CBE to the customer comments datasets
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Fig. 4. Percentage error & FPs results of applying CBE to the SMS datasets

5 Comparison with Näıve Bayes and Support Vector

Machines

Näıve Bayes (NB) [14] and Support Vector Machines (SVMs) [17] are both popu-

lar classifiers used in text categorisation. Our comparisons of the ECUE system
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with NB for spam filtering concluded that neither classifier outperformed the

other consistently but that the k-NN classifier was in fact better at handling the

concept drift in the email [5]. For the purposes of general message classification,

it is important to compare the performance of the k-NN classifier on short text

messages with that of NB and an SVM.

We evaluated our case-based approach using a NB classifier and an SVM

on each of the six datasets. The NB implementation used is given in Equation

1 below, where each email is labelled as one of a set of classifications ci ∈ C

and is described by a set of attributes {a1, a2, . . . an} where ai indicates the

presence of that attribute in the document. This implementation incorporates a

Laplace correction in the conditional probabilities to prevent zero probabilities

dominating [3].

cNB = argmaxci∈CP (ci)

∏

j

P (aj |ci) (1)

The SVM implementation used is a 2-norm soft-margin SVM as described in

[17] with a normalised dot product kernel function. The results are displayed in

Fig 5 and 6 respectively.

It is evident from Fig 5 that NB and the SVM consistently outperform the

k-NN classifier for both datasets with a lower percentage error in all cases. The

differences in percentage error between NB and k-NN are significant at the 99.9%

level in all cases, whereas the differences in percentage error between the SVM

and k-NN are significant at the 99% level or higher in all cases except dataset

3 where there is no significant difference. This is contrary to what was found

for email messages. It was found that the case-based approach performed better

than NB in the email domain. Email, both spam and legitimate, is a diverse

concept; spam offering cheap prescription drugs has little in common with spam

covering investment opportunities and personal email messages will be quite

different from business email. This suggests that the lack of diversity in the

customer comments datasets is not appropriate for a local learner like k-NN but

is more appropriate for a classifier that uses a globalconcept like NB or SVM.
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Fig. 5. Percentage error results of comparing the k-NN classifier with Näıve Bayes and
SVM on the customer comments datasets
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Fig. 6. Percentage error & PFs results of comparing the k-NN classifier with Näıve
Bayes and SVM on the SMS datasets

The SMS figures reported in Fig 6 show similar results in that both NB and

SVM outperform k-NN in all cases with equal or lower overall error rates and

lower FP rates. In spite of some of the differences being large, (e.g. on dataset

1 the k-NN FP rate of 6% compared with a NB or SVM FP rate of 2%), none

of the differences are significant using McNemar’s test. This is most probably

due to the small numbers of messages in the SMS datasets under consideration.

It will be important to source a significant number of SMS text messages, both

spam and legitimate, to confirm these results.

6 Conclusions and Future Work

In this paper we have identified that the most appropriate types of feature to

use for short text message classification are words and statistical features. Unlike

longer email message classification, letter features do not improve performance.

We have also shown that the feature representation used is dependent on the

domain and types of data that are being classified. Email and text messages

require a binary representation but the classification of the customer comment

text messages requires a numeric representation which includes feature frequency

information.

The results of our evaluations presented here have shown that short text mes-

sages require different feature representation, different feature types and even dif-

ferent classifiers than longer email messages to achieve best performance. This

suggests that any machine learning system which is to classify text messages

needs to be configurable in all these respects. The configuration could be auto-

matically performed using the data on which the system will be trained.

Our future work in this area is to extend such a configurable system to cater

for multiple classifications to facilitate such applications as message routing or

general email filtering.
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Abstract. For members of the research community it is vital to stay informed
about conferences, workshops, and other research meetings relevant to their field.
These events are typically announced in call for papers (CFP) that are distributed
via mailing lists. We employ Conditional Random Fields for the task of extracting
key information such as conference names, titles, dates, locations and submission
deadlines from CFPs. Extracting this information from CFPs automatically has
applications in building automated conference calendars and search engines for
CFPs. We combine a variety of features, including generic token classes, domain-
specific dictionaries and layout features. Layout features prove particularly useful
in the absence of grammatical structure, improving average F1 by 30% in our
experiments.

1 Introduction

People actively involved in scienti�c research rely on information about academic con-
ferences, workshops, etc. in order to know when and where to publish their work. This
information is typically distributed via mailing lists in so-called call for papers (CFP).
CFPs invite the submission of papers, abstracts, posters, demos and the like and spec-
ify the date and place of an event, the deadline for paper submission, relevant topics,
program committee members, contact addresses, and a meeting website, among oth-
ers. Prospective authors, on the other hand, rely on this information to �nd appropriate
conferences to submit their papers ready for submission in due time.

Besides CFPs sent on mailing lists, conference calendars, specialised search engines
and digital libraries of CFPs such as EventSeer (http://www.eventseer.net/) are useful
tools for researchers. Building such online services requires techniques to extract the
key information from CFPs automatically, in order to make this information accessible
in a structured manner, e.g. by searching in different �elds and browsing lists of CFPs
ordered by date, place, deadline etc. The value of such online services depends crucially
on the accuracy of the extraction techniques.

A lot of research in information extraction has focused on extracting facts from texts
consisting of complete sentences such as news articles [1]. These methods rely on the
grammatical structure of sentences by applying automatic tools such as POS taggers
and syntactic parsers. Calls for papers are different�they often consist of grammatical
text that is interspersed with fragments of text that do not contain complete sentences
and lack any grammatical structure. These latter sections usually contain the important
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information about an event. They can be recognised visually by their physical layout,
such as indented or centered lines, double-spaced lines, blank lines separating them
from the rest of the text, as well as particular orthographic properties like capitalised and
uppercase words. Also, many CFPs follow information-theoretic or communication-
theoretic principles by placing the most important information at the beginning of the
text.

This paper presents an approach for information extraction from CFPs that inte-
grates various kinds of evidence from both content (i.e. tokens in a text) and layout
(i.e. the physical structure of a text) by using conditional random fields (CRFs) [2].
CRFs are discriminatively-trained undirected graphical models. Like maximum entropy
models they are based on an exponential form and thus can combine overlapping, non-
independent features very easily. CRFs have been applied successfully to a variety of
sequence labelling tasks such as shallow parsing [3], named entity recognition [4], in-
formation extraction [5] and table recognition [6].

The features we use measure generic properties of tokens (capitalisation, spelling),
membership in particular token classes (years, month names, URLs, E-mail addresses),
domain-speci�c vocabulary through dictionaries, location names through gazetteer lists,
and layout properties such as empty and indented lines and the position of tokens in
lines. We present experimental results on a corpus of hand-tagged CFPs using vari-
ous subsets of features to measure the impact of different feature classes on extraction
accuracy. Layout features prove particularly useful, improving accuracy dramatically.

2 Related Work

Layout features have been used previously in a variety of information extraction tasks.
In [5] a CRF is trained to extract various �elds (such as author, title, etc.) from the
header sections of research papers using a combination of linguistic and layout features.
The features are very similar to ours. CFPs are similar to research papers in that most
(though not all) of the important information is contained in highly formatted regions
(the header section at the beginning) rather than in grammatical sentences. An important
difference between this task and ours is that research paper headers consist only of
header �elds, with no intervening material. In contrast, the �eld instances in a CFP
comprise only a small fraction of the tokens, making extraction a harder task. Moreover,
many papers use standardised document layouts (e.g. through the use of LaTeX style
�les), whereas CFPs exhibit greater variation in form and layout.

In [6] layout features are used to locate tables in text, identify header and data cells
and associate data cells with their corresponding header cells. They use a large variety of
layout features that measure the occurrence of various amounts of whitespace indicative
of table rows in text lines. Layout features such as line begins with punctuation and line
is the last line are also used to learn to detect and extract signature lines and reply lines
in E-mails [7]. In both tasks an input text (web page with tables, E-mail) are considered
sequences of lines rather than sequences of tokens, and features measure properties of
lines. In contrast, we use features that measure properties of both lines and tokens.

In [8] a conditional Markov model (CMM) tagger and a CRF are trained to extract
up to 11 �elds from workshop calls for papers using various token features, includ-
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ing orthography, POS tags and named entity tags, but no layout features.1 In addition,
domain knowledge is employed to �nd matching workshop acronym/name pairs and
select the correct workshop date (e.g. one that occurs after the paper submission date).
This improves performance over the CMM but not over the CRF.

3 Conditional Random Fields

Conditional random �elds are undirected discriminatively-trained graphical models. A
special case of a CRF is a linear chain, which corresponds to a conditionally-trained
�nite state machine. A linear-chain CRF is trained to maximise the conditional prob-
ability of a label sequence given an input sequence. As in Maximum-Entropy Markov
Models (MEMM) [9], this conditional probability has an exponential form which makes
it easy to integrate many overlapping, non-independent features. MEMMs maximise the
conditional probability of each state given the previous state and an observation, which
makes them prone to the label bias problem [2]. CRFs use a global exponential model
to avoid this problem.

Let x = x1 . . .xT be an input sequence and y = y1 . . .yT be a corresponding state (or
label) sequence. A CRF with parameters Λ = {λ, . . .} de�nes a conditional probability
for y given x to be

PΛ(y|x) =
1
Zx

exp
( T

∑
t=1

∑
k

λk fk(yt−1,yt ,x, t)
)
, (1)

where Zx is a normalisation constant that makes the probabilities of all label sequences
sum to one, fk(yt−1,yt ,x, t) is a feature function, and λk is a learned weight associated
with fk. A feature function indicates the occurrence of an event consisting of a state
transition yt−1 → yt and a query to the input sequence x centered at the current time
step t. For example, a feature function might have value 1 if the current state, yt , is
B-TI (indicating the beginning of a conference title) and the previous state, yt−1, is O
(meaning �not belonging to any entity�) and the current word, xt , is �Fifth�, and value
0 otherwise. The weight λk for the feature function fk indicates how likely the event is
to occur.

Inference in CRFs is done by �nding the most probable label sequence, y∗, for an
input sequence, x, given the model in (1):

y∗ = argmax
y

PΛ(y|x) .

This can be calculated ef�ciently by dynamic programming using the Viterbi algorithm,
similarly to inference in HMMs.

1 Unfortunately we became aware of this work too late to be able to obtain the corpus and test
our system on it before publication of this paper.
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During training, the weights λk are set to maximise the conditional log-likelihood
of a set of labelled sequences in a training set D = {(x(i)

,y(i)
) : i = 1, . . . ,M}:

LL(D) =

M

∑
i=1

logPΛ(y(i)
,x(i)

)−∑
k

λ2
k

2σ2
k

=

M

∑
i=1

( T

∑
t=1

∑
k

λk fk(y(i)
t−1,y

(i)
t ,x(i)

, t)− logZx(i)

)
−∑

k

λ2
k

2σ2
k
.

(2)

The term ∑k
λ2

k
2σ2

k
is a Gaussian prior that is used for penalising the log-likelihood in order

to avoid over-�tting, and σ2
k is a variance [5]. Maximising (2) corresponds to matching

the expected count of each feature according to the model to its adjusted empirical
count:

M

∑
i=1

T

∑
t=1

fk(y(i)
t−1,y

(i)
t ,x(i)

, t)−
λk

σ2
k

=

M

∑
i=1

∑
y′

PΛ(y′|x(i)
)

T

∑
t=1

fk(y′t−1,y
′
t ,x

(i)
, t) .

The terms λk
σ2

k
are used to discount the empirical feature counts. In [5] several alternative

priors for regularisation in CRFs were investigated but the Gaussian prior was found to
work best.

Finding the parameter set Λ that maximises the log-likelihood in (2) is done using
an iterative procedure called limited-memory quasi-Newton (L-BFGS) [3]. Since the
log-likelihood function in a linear-chain CRF is convex2 the learning procedure is guar-
anteed to converge to a global maximum. CRFs could also be trained using traditional
maximum entropy learning algorithms, such as GIS and IIS [10], but BFGS was shown
to converge much faster [3].

4 Information Extraction from Calls for Papers

4.1 Task and Approach

We extract up to seven �elds from a CFP: Name (e.g. ACL 2005), Title (e.g. 42nd An-
nual Meeting of the Association for Computational Linguistics), Date, Location, URL,
Deadline, and Conjoined (i.e. the name and title of the main conference if the event is
part of a larger conference, e.g. a workshop held in conjunction with a conference).

We follow the standard methodology used in shallow parsing, named entity recog-
nition and similar tasks and represent our extraction problem as a sequence labelling
task. Following [11], each token in a text is marked as being either the beginning of an
entity, inside an entity but not at the beginning, or not part of any entity. For example,
the �rst token in a conference title is labelled with B-TI and all subsequent tokens of the
title are labelled with I-TI, and likewise for other entities. Tokens outside of any entity
are labelled with O. Thus the information extraction problem can be seen as a token
classi�cation task, subject to the further constraint that I-entity can only follow B-entity
or I-entity.

2 Assuming a one-to-one correspondence between states and labels, as we do.
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Each token is represented as a set of binary features that describe lexical, contextual
and spatial properties of the token. Our features are summarised in Table 1. We use a
linear-chain CRF to learn a labelling function from training examples and label new
text. Below we describe the features used for our task.

Table 1. Description of features

Type Feature Definition Example
generic ICAP capitalised International
generic ACAP all uppercase EACL
generic SCAP single uppercase letter A.
generic MCAP mixed case PostScript
generic ADIG all digits 2005
generic PUNC punctuation symbol .
generic URL regular expression for URL http://www.aclweb.org/
generic EMAIL regular expression for E-mail address aics05@ulster.ac.uk
generic HASUP token contains uppercase letter T’sou
generic HASDIG token contains digit +49(
generic HASDASH token contains - 17-21
generic HASPUNC token contains punctuation symbol llncs.cls
generic ABBR word ends with period Prof.
domain CNAME conference name ACL’03
domain CNUMY conference number or year ’03
domain DAY day of week or day of month 16, Sunday
domain DAYS range of days 17-23, 4th-6th
domain YEAR four-digit year 2003
domain SYEAR two-digit year 01
domain ROM roman number IX
domain NTH number attribute third, 9th
layout BOL first token in the line
layout EOL last token in the line
layout BOT first line in the text
layout EOT last line in the text
layout BLANK line contains no visible characters
layout PUNCTLN line contains only punctuation characters
layout INDENT line is indented
layout FIRST10 first 10 lines in the text
layout FIRST20 first 20 lines in the text

4.2 Token features

Token features describe properties of individual tokens and their surrounding tokens.
We use generic (i.e. domain independent) as well as domain dependent features. We
use a variety of information sources to extract features from tokens:
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– Orthographic properties are used to assign each token to one or more generic token
classes.

– Each token is a feature by itself; however, we map capitalised words (ICAP) and
words consisting of all uppercase letters (ACAP) to lowercase.

– We use a dictionary to recognise names of months and week days.
– Another (domain dependent) dictionary is used to recognise words that often occur

as part of conference titles, such as Conference, Workshop, International, on, and
capitalised words that regularly occur in CFPs but are rarely used in conference
titles, e.g. Call, Deadline, LaTeX (see Table 2).

– A gazetteer list3 is used to recognise name of cities, towns, countries, and other
known locations. We look up sequences of up to �ve consecutive tokens in the
gazetteer and assign a feature to each token of a matching sequence.

Table 2. Domain dictionary

Class Words
INST University, Center, Institute, School
ORG Society, Association, Council, Consortium, Group
EV Conference, Workshop, Symposium, Meeting, Congress, Track, Colloquium, . . .
ATTR Annual, Interdisciplinary, Special, Joint, European, International, National, . . .
DL Deadline, Reminder, Submission, due
TH st, nd, rd, th

In addition to the features representing a token, we add the features of the surround-
ing tokens within a window size of 2 (marked accordingly) to represent the context
of the token. For example, for the token 9th in the sequence Call for Papers 9th EU-
ROPEAN WORKSHOP ON NATURAL LANGUAGE GENERATION we would extract
the features W=9th, HASDIG, DAY, NTH, W-1=papers, ICAP-1, D NONAME-1, W-
2=for, D FOR-2, W+1=european, ACAP+1, D ATTR+1, W+2=workshop, ACAP+2,
D EV+2.

4.3 Layout Features

Layout features encode information about the position of a token in a line of text,
such as beginning and end of line, as well as properties of whole lines in a text, such
as �rst/last lines and blank lines (see Table 1). For each token we add the layout
features of the token and of the line in which the token occurs to the token’s fea-
ture set, as well as the features of 2 preceeding and following lines. For example,
the feature set BOL, FIRST10, FIRST20, INDENT, FIRST10-1, FIRST20-1, BLANK-
1, BOT-2, FIRST10-2, FIRST20-2, INDENT-2, FIRST10+1, FIRST20+1, BLANK+1,
FIRST10+2, FIRST20+2, INDENT+2 would indicate that the current token appears at
the beginning of a line; the current line (the line containing the current token) is the

3 obtained from http://www.world-gazetteer.com/
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third line; the previous and next line are empty; the current line and the lines two lines
up (�rst) and down (�fth) are indented; and all of them are among the �rst 10 and �rst
20 lines in the text.4

5 Experiments

5.1 Dataset

The data consists of 263 CFPs received by the author from various mailing lists between
August 2002 and January 2004, and from February 2005 to May 2005. We use only the
plain text part of each message and remove mailing list signatures and email headers
occurring in the text (e.g. due to manual forwarding and editing by list moderators).
We avoid duplicate and near duplicate CFPs by computing their Nilsimsa digest5 and
removing all but one CFP if the number of bits that are equal in two digests is greater
than 230 (90%).

We apply only minimal tokenisation. We separate punctuation, double quotes and
parentheses from preceeding and following words but do not separate a period from the
preceeding word if the word is a single capital letter or appears on a hand-crafted list
of known abbreviations (Dr, Prof, Int, etc.). Also, we do not separate dashes and single
quotes from preceeding and following material because these symbols are often part of
conference names, e.g. ACL’05, ICML-2005.

Each CFP has been manually annotated for the seven �elds described in Sect. 4.1.
To reduce the amount of manual work we use an iterative procedure by training a CRF
on a small number of manually annotated CFPs, then using this model to annotate more
CFPs, correcting any errors manually, retraining the model, and so on. The total number
of tokens is 203,151, with 7,217 tokens (3.6%) belonging to �eld instances.

For the experiments, we split the data into a training and testing set. We use the �rst
128 CFPs (from August 2002 to January 2004) for training and the remaining 135 CFPs
(from February 2005 to May 2005) for testing.

5.2 Performance Measure

Following [5] we measure performance using two different sets of metrics: word-based
and instance-based. For word-based evaluation, we de�ne TP as the number of distinct
words in all hand-tagged instances of a �eld that occur in at least one extracted instance
of that �eld; FN as the number of distinct words in hand-tagged instances that do not
occur in an extracted instance; and FP as the number of distinct words in all extracted
instances of a �eld that do not occur in at least one hand-tagged instance of the �eld.
These counts are summed over all CFPs in the test set. Word precision, recall and F1
are de�ned as prec =

TP
TP+FP , recall =

TP
TP+FN , F1 =

2×prec×recall
prec+recall .

4 Note that the feature BLANK can never occur (because all features occur with tokens, and no
token occurs in a blank line). However, features BLANK-i and BLANK+i represent valuable
information about the physical layout of the text.

5 http://ixazon.dynip.com/ cmeclax/nilsimsa.html
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Instance-based evaluation considers an extracted instance correct only if it is iden-
tical to a hand-tagged instance of the same �eld. Thus in instance-based evaluation
an extracted instance with even a single added or missing word is counted as an er-
ror. Instance precision and instance recall are the percentage of extracted instances of
a �eld that are identical to a hand-tagged instance, and the percentage of hand-tagged
instances that are extracted by the CRF, respectively. Instance F1 is de�ned accordingly
as in word-based evaluation.

We report the word-based and instance-based measures for each �eld. Overall per-
formance is measured by calculating precision and recall from counts summed over all
�elds and calculating F1 from overall precision and recall (called �micro average� in
the information retrieval literature). This favours �elds that occur more frequently than
others. In addition, we calculate the average of the per-�eld F1 values (called �macro
average� in the information retrieval literature). This gives equal weight to all �elds.

5.3 Training CRFs

We use a Java implementation of CRFs [12]. Training with the full feature set took
about four hours on an Athlon AMD 800 MHz CPU with Linux operating system and
converged after 156 iterations.

6 Results

6.1 Performance Evaluation

Table 3 shows per-�eld and overall performance. Word-based F1 is around 80% for
most �elds, except Conjoined and Name which are signi�cantly lower. As expected,
instance-based F1 is lower than word-based F1 for most �elds, except Name which is
1.3% higher and URL which is equal to word-based F1 because URLs are single tokens.
For Conjoined and Title instance-based F1 is much lower than word-based F1 (around
15�18%), presumably because on average instances of Conjoined and Title consist of
more tokens than other �elds, making them more prone to instance-based errors.

Table 3. Extraction results with the full feature set

Field Instances W-Recall W-Precision W-F1 I-Recall I-Precision I-F1
Conjoined 93 41.6% 66.1% 51.0% 28.0% 48.1% 35.4%
Date 168 72.7% 90.8% 80.8% 64.9% 79.6% 71.5%
Deadline 161 68.9% 92.0% 78.8% 59.6% 80.7% 68.6%
Location 120 72.1% 90.8% 80.4% 64.2% 82.8% 72.3%
Name 78 46.7% 78.1% 58.5% 48.7% 77.6% 59.8%
Title 136 80.9% 79.8% 80.3% 61.8% 63.6% 62.7%
URL 131 71.8% 87.9% 79.0% 71.8% 87.9% 79.0%
Micro average 887 70.2% 84.1% 76.5% 59.1% 75.8% 66.4%
Macro average 72.7% 64.2%
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Notice also that performance is signi�cantly lower than in [5] for the research paper
extraction task. However, �eld extraction from CFPs is a more dif�cult task because
most tokens in a CFP do not belong to a �eld instance, whereas research paper headers
consist only of header �elds. In the CFP task there are three types of extraction errors:
(i) assigning a word to the wrong �eld, (ii) assigning a word that belongs to a �eld to
no �eld, (iii) assigning a non-�eld word to some �eld. In the research paper task only
the �rst error type can occur.

6.2 Effects of Different Kinds of Features

To analyse the contribution of different kinds of features we trained four different mod-
els, using (i) only generic features, (ii) generic and domain features, (iii) generic and
layout features, (iv) all features (the latter model is identical to that in the previous sec-
tion). We compare the overall performance of the four models in Table 4. Both domain
and layout features improve the performance over using only generic features, both in-
dividually and in combination. Using the full feature set increases instance-based macro
averaged F1 by 38% (relative) over using only generic features. Layout features have
the biggest impact, resulting in a 34% relative increase in F1 over the generic features
and 30% over the combination of generic and domain features. Domain features alone
contribute only a 6% improvement over the generic features.

Table 4. Contribution of different kinds of features

Features generic generic+domain generic+layout generic+domain+layout
micro Word-F1 58.8% 61.4% 74.9% 76.5%
macro Word-F1 54.0% 57.2% 70.4% 72.7%
micro Instance-F1 50.3% 52.6% 65.0% 66.4%
macro Instance-F1 46.4% 49.2% 62.3% 64.2%

Table 5 shows the per-�eld improvement in instance-based F1 due to layout fea-
tures. The biggest improvement (64% relative) is obtained for Name, and for Title and
Location the relative improvement is 40%. These �elds are highly correlated with spa-
tial properties in CFPs. For the Deadline �eld the improvement is relatively small (only
7%). This is due to the fact that deadlines are typically surrounded by unambiguous
lexical material (in fact, the features with highest weights in the CRF for the beginning
of Deadline are W-2=deadline, W-2=submissions, W-2=submission and W-2=due).

Table 5. Instance-based F1 improvements for individual fields through the use of layout features

Field Conjoined Date Deadline Location Name Title URL
without layout 29.2% 62.6% 64.0% 50.0% 36.4% 43.5% 58.8%
with layout 35.4% 71.5% 68.6% 72.3% 59.8% 62.7% 79.0%
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7 Conclusions and Future Work

This paper applies conditional random �elds to a practical problem: extracting impor-
tant knowledge from call for papers for academic conferences and related events. We
demonstrate the effectiveness of layout features in the absence of grammatical struc-
ture, which is typical for those regions in CFPs that contain the key information about
an event, obtaining an improvement in instance-based average F1 by 30%.

Extraction performance in our experiments is reasonable but not optimal, proba-
bly due to the relatively small training corpus. Increasing the amount of training data
would be expected to help improve the performance. However, annotating training data
manually is labour-intensive. In future work we intend to employ bootstrapping [13] to
reduce the amount of manual work in obtaining training data.
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Abstract. The identification of narcotics using high dimensional spectral data
poses an interesting challenge to machine learning, as the presence of high num-
bers of redundant or highly correlated attributes can seriously degrade classifi-
cation accuracy. This paper investigates the use of Principal Component Analy-
sis (PCA) to reduce spectral data and to improve the predictive performance of
some well-known machine learning methods. Experiments are carried out on a
high dimensional Raman spectral dataset, in which the task is to identify Aceta-
minophen, a pain-relieving drug, within a mixture. These experiments employ
the NIPALS (Non-Linear Iterative Partial Least Squares) PCA method, a method
that has been used in the field of chemometrics for spectral classification, and
is a more efficient alternative than the widely used eigenvector decomposition
approach. The experiments show that the use of this PCA method can improve
the performance of machine learning in the classification of high dimensionsal
spectral data.

1 Introduction

Automatic identification of illicit materials using Raman spectroscopy is of significant
importance for law enforcement agencies. In recent years, Raman spectroscopy has en-
joyed a strong resurgence in popularity due to advances in the technology that have
resulted in more sensitive and lower cost instruments. The high dimensionality of spec-
tral data can pose problems for machine learning as predictive models based on such
data run the risk of overfitting. Furthermore, many of the attributes may be redundant
or highly correlated, which can also lead to a degradation of prediction accuracy. Typ-
ically, methods from a field of study known as chemometrics have been applied to this
particular problem [1], and these methods use PCA to handle the high dimensional spec-
tra. PCA is a classical statistical method for transforming attributes of a dataset into a
new set of uncorrelated attributes called principal components (PCs). PCA can be used
to reduce the dimensionality of a dataset, while still retaining as much of thevariabil-
ity of the dataset as possible. The goal of this research is to determine if PCA can be
used to improve the performance of machine learning methods in the identification of a
material based on spectral data.
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In the first set of experiments presented in this paper, the performance of five com-
petitive and well-known machine learning techniques (Support Vector Machines, k-
Nearest Neighbours, C4.5 Decision Tree, RIPPER and Naive Bayes) along with clas-
sification by Linear Regression are compared by testing them on a Raman spectral
dataset. A number of pre-processing techniques such as normalisation and first deriva-
tive are applied to the data to determine if they can improve the classification accuracy
of these methods. A second set of experiments is carried out in which PCA and machine
learning (and the various pre-processing methods) are used in combination. This set of
PCA experiments also facilitates a comparison of machine learning with the popular
chemometric technique of Principal Component Regression (PCR), which combines
PCA and Linear Regression.

The paper is organised as follows. Section 2 will give a brief description of Raman
spectroscopy and outline the characteristics of the data it produces. Section 3 describes
PCA and the PCR method that incorporates PCA into it. Section 4 provides a brief
description of each machine learning technique used in this investigation. Experimental
results along with a discussion are presented in Section 5. Section 6 describes related
research and Section 7 presents the conclusion of this study.

2 Raman Spectroscopy

Raman spectroscopy is the measurement of the wavelength and intensity of light that
has been scattered inelastically by a sample, known as the Raman effect [2]. This Raman
scattering provides information on the vibrational motions of molecules in the sample
compound, which in turn provides a chemical fingerprint. Every compound has its own
unique Raman spectrum that can be used for sample identification. Each point of a
spectrum represents the intensity recorded at a particular wavelength. A Raman dataset
therefore has one attribute for each point on its constituent spectra. Raman spectra can
be used for the identification of materials such as narcotics [1] and explosives [3].

Raman spectra are a good example of high dimensional data; a Raman spectrum is
typically made up of 500-3000 data points, and many datasets may only contain 20-
200 samples. However, there are other characteristics of Raman spectra that can be
problematic for machine learning:

– Collinearity: many of the attributes (spectral data points) are highly correlated to
each other which can lead to a degradation of the prediction accuracy.

– Noise: particularly prevalent in spectra of complex mixtures. Predictive models that
are fitted to noise in a dataset will not perform well on other test datasets.

– Fluorescence: the presence of fluorescent materials in a sample can obscure the
Raman signal and therefore make classification more difficult [1].

– Variance of Intensity: a wide variance in spectral intensity occurs between different
sample measurements [4].

3 Principal Component Analysis

In the following description, the dataset is represented by the matrixX, whereX is a
N × p matrix. For spectral applications, each row ofX, thep-vectorxi contains the
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intensities at each wavelength of the spectrum samplei. Each column,Xj contains all
the observations of one attribute. PCA is used to overcome the previously mentioned
problems of high-dimensionality and collinearity by reducing the number of predictor
attributes. PCA transforms the set of inputsX1, X2, . . . , XN into another set of column
vectorsT1, T2, . . . , TN where theT ’s have property that most of the original data’s
information content (or most of its variance) is stored in the first fewT ’s (the principal
component scores). The idea is that this allows reduction of the data to a smaller number
of dimensions, with low information loss, simply by discarding some of the principal
components (PCs). Each PC is a linear combination of the original inputs and each
PC is orthogonal, which therefore eliminates the problem of collinearity. This linear
transformation of the matrixX is specified by ap× p matrixP so that the transformed
variablesT are given by:

T = XP or alternativelyX is decomposed as follows:X = TPT (1)

whereP is known as theloadings matrix. The columns loadings matrixP can be cal-
culated as the eigenvectors of the matrixXT X [5], a calculation which can be compu-
tationally intensive when dealing with datasets of 500-3000 attributes. A much quicker
alternative is the NIPALS method [6]. The NIPALS method does not calculate all the
PCs at once as is done in the eigenvector approach. Instead, it iteratively calculates the
first PC, then the second and continues until the required number of PCs have been
generated. See Ryder [1] and O’Connellet al. [4] for examples of the use of PCA in the
classification of materials from Raman spectra.

3.1 Principal Component Regression

The widely used chemometric technique of PCR is a two-step multivariate regression
method, in which PCA of the data is carried out in the first step. In the second step,
a multiple linear regression between the PC scores obtained in the PCA step and the
predictor variable is carried out. In this regression step, the predictor variable is a value
that is chosen to represent the presence or absence of the target in a sample, e.g. 1 for
present and -1 for absent. In this way, a classification model can be built using any
regression method.

4 Machine Learning

4.1 Support Vector Machine

The SVM [7] is a powerful machine learning tool that is capable of representing non-
linear relationships and producing models that generalise well to unseen data. For bi-
nary classification, a linear SVM (the simplest form of SVM) finds an optimal linear
separator between the two classes of data. This optimal separator is the one that results
in the widest margin of separation between the two classes, as a wide margin implies
that the classifier is better able to classify unseen spectra. To regulate overfitting, SVMs
have a complexity parameter,C, which determines the trade-off between choosing a
large-margin classifier and the amount by which misclassified samples are tolerated. A

279



higher value ofC means that more importance is attached to minimising the amount
of misclassification than to finding a wide margin model. To handle non-linear data,
kernels (e.g. Radial Basis Function (RBF), Polynomial or Sigmoid) are introduced to
map the original data to a new feature space in which a linear separator can be found. In
addition to theC parameter, each kernel may have a number of parameters associated
with it. For the experiments reported here, two kernels were used: the RBF kernel, in
which the kernel width,σ, can be changed, and the Linear kernel, which has no ex-
tra parameter. In general, the SVM is considered useful for handling high dimensional
data.

4.2 k-Nearest Neighbours

k-Nearest Neighbours (k-NN) [8] is a learning algorithm which classifies a test sample
by firstly obtaining the class of thek samples that are the closest to the test sample. The
majority class of these nearest samples (or nearest single sample whenk = 1) is returned
as the prediction for that test sample. Various measures may be used to determine the
distance between a pair of samples. In these experiments, the Euclidean distance mea-
sure was used. In practical terms, each Raman spectrum is compared to every other
spectrum in the dataset. At each spectral data point, the difference in intensity between
the two spectra is measured (distance). The sum of the squared distances for all the data
points (full spectrum) gives a numerical measure of how close the spectra are.

4.3 C4.5

The C4.5 decision tree [9] algorithm generates a series of if-then rules that are repre-
sented as a tree structure. Each node in the tree corresponds to a test of the intensity at a
particular data point of the spectrum. The result of a test at one node determines which
node in the tree is checked next until finally, a leaf node is reached. Each leaf specifies
the class to be returned if that leaf is reached.

4.4 RIPPER

RIPPER [10] (Repeated Incremental Pruning to Produce Error Reduction) is an induc-
tive rule-based learner that builds a set of prepositional rules that identify classes while
minimising the amount of error. The number of training examples misclassified by the
rules defines the error. RIPPER was developed with the goal of handling large noisy
datasets efficiently whilst also achieving good generalisation performance.

5 Experimental Results

5.1 Dataset

In the following experiments, the task is to identify acetaminophen, a pain-relieving
drug that is found in many over-the-counter medications. The acetaminophen dataset
comprises the Raman spectra of 217 different samples. Acetaminophen is present in
87 of the samples, the rest of the samples being made up of various pure inorganic
materials. Each sample spectrum covers the range 350-2000 cm−1 and is made up of
1646 data points. For more details on this dataset, see O’Connellet al. [4].
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5.2 Comparison of Machine Learning Methods

Table 1 shows the results of six different machine learning classification methods using
a 10-fold cross-validation test on the acetaminophen dataset. The first column shows
the average classification error achieved on the raw dataset (RD). The three remaining
columns show the results of using each machine learning method in tandem with a
pre-processing technique:

– ND: dataset with each sample normalised. Each sample is divided across by the
maximum intensity that occurs within that sample.

– FD: a Savitzky-Golay first derivative [11], seven-point averaging algorithm is ap-
plied to the raw dataset.

– FND: a normalisation step is carried out after applying a first derivative to each
sample of the raw dataset.

Table 1.Percentage Error in Identifying Presence of Acetaminophen, using various ML Methods
in combination with various Pre-processing Techniques

Pre-processing Technique
Method RD ND FD FND

Linear SVM 6.45 2.76 3.23 0.92*
(C=100) (C=1) (C=10000) (C=0.1)

RBF SVM 5.07 2.76 1.84 0.92*
(C=1000, σ=0.1) (C=1000, σ=0.001) (C=10000, σ=10) (C=10, σ=0.01)

k-NN 11.06 7.83 4.61 4.15
(k=1) (k=1) (k=10) (k=1)

C4.5 10.14 7.83 1.84 1.38

RIPPER 15.67 11.06 3.69 2.3

Naive Bayes 25.35 13.82 25.81 5.53

Linear Reg. 27.65 16.13 25.35 20.28

Table 1 shows the lowest average error average achieved by each classifier and pre-
processing combination. For all these methods, apart from k-NN, the WEKA [8] imple-
mentation was used. The default settings were used for C4.5, RIPPER and Naive Bayes.
For SVMs, RBF and Polynomial kernels with different parameter settings were tested.
The parameter settings that achieved the best results are shown in parentheses. The Lin-
ear SVM was tested for the following values ofC: 0.1, 1, . . . , 10000. The same range
of C values were used for RBF SVM, and these were tested in combination with theσ

values of:0.0001, 0.001, . . . , 10. For k-NN, the table shows the value fork (number of
neighbours) that resulted in the lowest percentage error. The k-NN method was tested
for all values ofk from 1 to 20. The results of each machine learning and pre-processing
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technique combination of Table 1 were compared using a paired t-test based on a 5%
confidence level and using a corrected variance estimate [12]. The lowest average error
over all results in Table 1 of 0.92% (i.e. only two misclassifications, achieved by both
Linear and RBF SVM) is highlighted in bold and indicated by an asterisk. Those results
which do not differ statistically from the best results (according to the t-test) are also
highlighted in bold.

On both the raw (RD) and normalised (ND) dataset, both SVM models perform
better than any of the other machine learning methods, as there is no significant differ-
ence between the best overall result and the SVM results on RD and ND, whereas a
significant difference does exist between the best overall result and all other machine
learning methods on RD and ND. This confirms the notion that SVMs are particularly
suited to dealing with high dimensional spectral data and it also suggests that SVMs
are capable of handling a high degree of collinearity in the data. Linear Regression, on
the other hand, performs poorly with all pre-processing techniques. This poor perfor-
mance can be attributed to its requirement that all the columns of the data matrix are
linearly independent [5], a condition that is violated in highly correlated spectral data.
Similarly, Naive Bayes has recorded a high average error on the RD, ND and FD data.
This is presumably because of its assumption of independence of each of the attributes.
It is clear from this table that the pre-processing techniques of FD and FND improve
the performance of the majority of the classifiers. For SVMs, the error is numerically
smaller, but not a significant improvement over the RD and ND results. Note that Lin-
ear Regression is the only method that did not achieve a result to compete with the best
overall result.

Overall, the SVM appears to exhibit the best results, matching or outperforming
all other methods on the raw and pre-processed data. With effective pre-processing,
however, the performance of other machine learning methods can be improved so that
they are close to that of the SVM.

5.3 Comparison of Machine Learning methods with PCA

As outlined in Section 3, PCA is used to alleviate problems such as high dimensionality
and collinearity that are associated with spectral data. For the next set of experiments,
the goal was to determine whether machine learning methods could benefit from an
initial transformation of the dataset into a smaller set of PCs, as is used in PCR. The
same series of cross-validation tests were run, except in this case, during each fold the
PC scores of the training data were fed as inputs to the machine learning method. The
procedure for the 10-fold cross-validation is as follows:

1. Carry out PCA on the training data to generate a loadings matrix.
2. Transform training data into a set of PC scores using the firstP components of the

loadings matrix.
3. Build a classification model based on the training PC scores data.
4. Transform the held out test fold data to PC scores using the loadings matrix gener-

ated from the training data.
5. Test classification model on the transformed test fold.
6. Repeat steps 1-5 for each iteration of the 10-fold cross-validation.
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With each machine learning and pre-processing method combination, the above 10-
fold cross-validation test was carried out forP=1 to 20 principal components. There-
fore, 20 different 10-fold cross-validation tests were run for Naive Bayes, for example.
For those classifiers that require additional parameters to be set, more tests had to be run
to test the different combinations of parameters, e.g.C, σ, andP for RBF SVM. The
same ranges forC, σ andk were tested as those used for the experiments of Table 1.

Table 2.Percentage Error in Identifying Presence of Acetaminophen, using various ML Methods
(and Pre-processing Techniques) with PCA

Pre-processing Technique
Method RD ND FD FND

Linear SVM 5.07 1.84 3.23 0.46
(P=18,C=0.1) (P=13,C=0.1) (P=14,C=0.01) (P=4,C=0.1)

RBF SVM 6.91 2.76 2.23 0.46
(P=19,C=100, (P=16,C=10, (P=12, C=10, (P=5,C=10,

σ=0.001) σ=0.001) σ=0.001) σ=0.001)

k-NN 11.06 5.99 2.3 0.0*
(P=17,k=3) (P=10,k=1) (P=14,k=1) (P=4,k=5)

C4.5 7.83 7.37 7.37 1.38
(P=20) (P=19) (P=5) (P=6)

RIPPER 11.98 8.29 6.45 2.3
(P=20) (P=8) (P=5) (P=3)

Naive Bayes 38.71 10.6 11.52 3.23
(P=1) (P=8) (P=5) (P=2)

PCR 9.22 5.53 8.29 1.38
(PCA+Linear Reg.) (P=16) (P=20) (P=11) (P=80)

Table 2 shows the lowest average error achieved by each combination of machine
learning and pre-processing method with PCA. The number of PCs used to achieve
this lowest average error is shown in parentheses, along with the additional parameter
settings for the SVM and k-NN classifiers. As with Table 1, the best result over all the
results of Table 2 is highlighted in bold and denoted by an asterisk, with those results
that bear no significant difference from the best overall result also highlighted in bold.
Again, the pre-processing method of FND improves the performance of the majority
of the classifiers, Naive Bayes being the exception in this case. In comparing the best
result of Table 1 with the best result of Table 2 for each machine learning method (all
in the FND column), it can be seen that the addition of the PCA step results in either
the same error (C4.5 and RIPPER) or a numerically smaller error (Linear SVM, RBF
SVM, k-NN and Linear Regression). The improvement effected by the inclusion of this
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PCA step is particularly evident with the Linear Regression technique. Note that this
combination of PCA and Linear Regression is equivalent to PCR.

Despite the fact that for the SVM and k-NN classifiers, there is no significant differ-
ence between the best results with or without PCA, it is noteworthy that the SVM and
k-NN classifiers with PCA were capable of achieving such low errors with far fewer
attributes, only four PCs for the Linear SVM and k-NN and 5 PCs for the RBF SVM.
This makes the resulting classification model much more efficient when classifying new
data. In contrast, PCR required a much greater number of PCs (80) to achieve its lowest
error. (This result was discovered in the experiment detailed in the next section.)

To make an overall assessment of the effect of using PCA in combination with
machine learning, a statistical comparison (paired t-test with 5% confidence level) of
the 28 results of Table 1 and Table 2 was carried out. This indicates that, overall, a
significant improvement in the performance of machine learning methods is gained
with this initial PCA step. It can therefore be concluded that the incorporation of PCA
into machine learning is useful for the classification of high dimensional data.

5.4 Effect of PCA on Classification Accuracy

To further determine the effect of PCA on the performance of machine learning meth-
ods, each machine learning method (using the best parameter setting and pre-processing
technique) was tested using larger numbers of PCs. Each method was tested for values
of P in the range 1-640. Figure 1 shows the change in error of some of the methods
versus the number of PCs retained to build the model.

Fig. 1.Effect of changing the number of PCs on Machine Learning Classification Error

It can be seen from this graph that as PCs are added, error is initially reduced for all
methods. Most methods require no more than six PCs to achieve the lowest error. After
this lowest error point, the behaviour of the methods differ somewhat. Some classifiers
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suffer drastic increases in error within the range of PCs tested: PCR, RBF SVM, and
k-NN (although not to the same extent as the previous examples). In contrast, the error
for C4.5 never deviates too much from its lowest error at six PCs. This may be due to
its ability to prune irrelevant attributes from the decision tree model. The Linear SVM
initially seems to follow the pattern of the majority of classifiers, but then returns to
a more acceptable error with the higher number of PCs. Overall, it is evident that all
of the classifiers, apart from PCR, will achieve their best accuracy with a relatively
small number of PCs; it is probably unnecesary to generate any more than twenty PCs.
However, the number of PCs required will depend on the underlying dataset. Further
experiments on more spectral data, or other examples of high dimensional data, are
required to determine suitable ranges of PCs for these machine learning methods.

6 Related Research

The most closely related research to the work presented here can be found in Sigurdsson
et al. [13], where they report on the use of neural networks for the detection of skin
cancer based on Raman data that has been reduced using PCA. They perform PCA using
singular value decomposition (SVD), a method which calculatesall the eigenvectors of
the data matrix, unlike the NIPALS method that was used here. In addition, they do not
present any comparison with neural networks on the raw data without the PCA step.

As far as the authors are aware, few studies have been carried out that investigate
the effect of using PCA with a number of machine learning algorithms. Popelinsky [14]
does analyse the effect of PCA (again, eigenvector decomposition is used) on three dif-
ferent machine learning algorithms (Naive Bayes, C5.0 and an instance-based learner).
In this paper, the principal component scores are added to the original attribute data
and he has found this to result in a decrease in error rate for all methods on a signifi-
cant number of the datasets. However, the experiments were not based on particularly
high dimensional datasets. It is also worth noting that there does not appear to be any
evidence of the use of NIPALS PCA in conjunction with machine learning for the clas-
sification of high dimensional data.

7 Conclusions

This paper has proposed the use of an efficient PCA method, NIPALS, to improve the
performance of some well-known machine learning methods in the identification of
materials based on high dimensional spectral data. Experiments in the classification of
Raman spectra have shown that, overall, this PCA method improves the performance
of machine learning when dealing with high dimensional data. Furthermore, through
the use of PCA, these low errors were achieved despite a major reduction of the data;
from the original 1646 attributes to at least six attributes. Additional experiments have
shown that it is not necessary to generate more than twenty PCs to find an optimal set
for the spectral dataset used, as the performance of the majority of classifiers degrades
with increasing numbers of PCs. This fact makes NIPALS PCA particularly suited to
the proposed approach, as it does not require the generation of all PCs of a data matrix,
unlike the widely used eigenvector decomposition methods. This paper has also shown

285



that the pre-processing technique of first derivative followed by normalisation improves
the performance of the majority of these machine learning methods in the classification
of the dataset used.

Overall, the use of NIPALS PCA in combination with machine learning and the first
derivative with normalisation pre-processing technique appears to be a promising ap-
proach for the classification of high dimensional spectral data. Future work will involve
using this approach for the identification of other materials based on Raman spectra,
with tests also being carried out on other high dimensional datasets. This work will
also investigate the automatic selection of parameters for these techniques, such as the
number of PCs, kernel parameters for SVM andk for k-NN.
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Abstract. Using an algorithm such as ID3 to learn a decision tree for 
classification involves both heuristic search and statistical inference from 
training data. In assessing the effectiveness of such learning, it will be 
argued here that separating the contribution of these two activities is useful. 
Central to this view is the notion of a true decision tree classifier (called 
ID3* if ID3 is used to learn). Amongst the benefits of this perspective on 
learning are sharper insights into such issues as whether ID3 does tend to 
build small trees and whether overfitting avoidance can be properly regarded 
as a utility.  

1.  Introduction 

Guided by training data, decision tree induction algorithms such as ID3 perform a 
greedy heuristic search in a space of decision trees in order to build a classification 
model. Heuristic search is fundamental to much of Artificial Intelligence but in 
Machine Learning there is the added complication that heuristic scores must be 
estimated from training data. In the case of ID3, class probability distributions are 
estimated from the corresponding class relative frequency distributions and an 
entropy-based information heuristic is applied to these. ID3, in common with 
several other learning algorithms, interfaces to the training set solely through class 
frequency distributions. 

Thus, to be effective, Machine Learning must employ techniques of statistical 
inference to ensure that the inductions made from data, and which guide the search, 
are valid. It is this combination of the Artificial Intelligence search process and 
statistical inference that makes Machine Learning especially difficult. 

It will be argued here that in discussions of the major issues in decision tree 
learning, such as attribute selection, inductive bias and pruning, the search and the 
statistical inference aspects are often confounded and that this can lead to a 
confused view of the learning process.  

The present work, therefore, endeavours to show that, for decision tree learning, 
the search and statistical aspects can be considered separately. A view is adopted in 
which the learning process is seen as one of estimation, using training examples, of 
a ‘true’ decision tree, one constructed from the underlying probability distribution 
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of the examples. Central to this perspective is the clear distinction between a model 
(of a classifier) and its many representations.  

2  The ID3 Induction Process  

Given a set of classified training examples expressed in an attribute-value 
description language the ID3 algorithm (Quinlan [14]) induces a decision tree 
through a process of expansion downwards from the root node. Each expansion 
involves splitting on a single attribute, either using the individual values of the 
attribute (discrete case) or through a binary test  attribute =< value (continuous 
case).  

Each node corresponds to a concept defined as the conjunction of tests on the 
path from the root to the node. The examples subsumed by this concept (the 
covered examples) exhibit a relative frequency distribution of assigned classes, the 
class (relative) frequency profile.  

An attribute is selected for expansion at a node, from those available, using a 
heuristic that assesses the profiles. The most widely adopted measure is the 
(expected) information gain. Information is explicated using the entropy function 
defined, for probability or relative frequency distribution 1( ,... )nQ q q= , as: 
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where node N, with class relative frequency profile, P, is expanded using discrete 
attribute, A, which has m values with relative frequencies at N of and the 
class relative frequency distributions of the expanded (or child) nodes of N are 

. A corresponding definition exists if A is continuous.  

1( ,... )mf f

1( ,... )mP P
A class frequency profile in which all frequency is concentrated at a single class 

is said to be pure and will minimise entropy. Information gain is zero if and only if 
all child nodes have identical frequency profiles. 

The process of tree expansion terminates when either: 

1. there are no more attributes available for expansion or 
2. all unexpanded nodes have pure frequency profiles or 
3. no immediate information gain is possible  (a hill-climbing property). 

The majority class in a leaf class frequency profile, when associated with the path 
from the root to that leaf provides a (deterministic) classification rule. The set of 
such rules is the induced classifier used to classify new examples. 

Several authors (for example, Quinlan [14], Frank and Witten [3], Jensen and 
Cohen [7]) suggest that a formal hypothesis test of independence be used on an 
attribute to decide whether a node expansion is worth making (run-time pruning). 

i
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Information gain is closely related to the standard chi-squared statistic for 
independence (White and Liu [17]) for which statistically significant large values 
indicate that the class frequency profiles of the child nodes in the expansion are 
genuinely different. Martin [9] proposes attribute selection and run-time pruning 
based on the exact probability test. Alternatively post-pruning of the fully 
expanded tree can be performed (Quinlan [15], Breiman [2]). Post pruning will be 
discussed further below.  

Jensen and Cohen [7] argue, further, that mis-handling of multiple comparison 
procedures (MCP) is often the source of problems with induction. An MCP 
involves selection of an item amongst several candidates where each is scored 
using an evaluation function, e.g. in attribute selection. Picking the item with the 
largest score without adjusting for the number of items may, as the number of 
items increases, result in selection of an item which is not the best or significantly 
better than the others.  

3.  The Class Model and its True Tree Representations 

As noted above, ID3 interfaces to the example set through the node class frequency 
distributions. The latter are statistical estimates of the true probability distributions. 
If the true probabilistic model of the domain were completely known it would not 
be necessary to use training examples to build a tree: the true class distribution at a 
node could be obtained from the model. The issue of tree representation and the 
need for search to find an appropriate tree would, however, still remain.     

 In Hickey [6] the true relationship between the class and the description 
attributes (all assumed discrete) is called the class model. The latter is derivable 
from the joint probability distribution of the description attributes together with the 
class attribute and provides the probability distribution of class conditional on any 
description attribute vector – either fully or partially instantiated. The 
corresponding mapping between description vectors and the majority class in each 
class distribution is called the best (deterministic) classifier. The notion of class 
model can be extended to cater for continuous attributes.  

Any statement specifying the class model is a representation of the model 
(Hickey [6]). The class attribute is just a dependent variable with the description 
attributes being the corresponding independent variables. What distinguishes class 
models in Machine Learning from other scientific or statistical models is the large 
number of possible representations.  Compare the situation in statistical regression 
analysis: for a linear model - even one with a large number of independent 
variables - algebraic re-expression is not a substantial issue. Normally a 
mathematical or statistical model may be re-expressed in a small number of 
different, but logically equivalent, formulations to suit particular purposes (such as 
to gain insight or to facilitate further analysis) but there is not the notion of many 
different representations with different utilities.  

In contrast, in Machine Learning and in Artificial Intelligence generally, 
because models tend to be descriptive, finding an appropriate representation is a 
substantial issue and, as a result, the distinction between a model and its 
representation(s) becomes vital. For the class models discussed here, possibilities 
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range from, at one extreme, tabulation of all fully-instantiated description vectors 
with their conditional class distributions to, at the other extreme, a comparatively 
small set of rules in which individual rules have considerable generality. Finding a 
representation to satisfy some requirement, e.g. that with the smallest number of 
rules, usually requires a substantial search.  

One possibility is to use a decision tree to represent the class model. Branching 
tests would be as they are for induction; leaves would contain conditional class 
probability distributions. Rules of the form if <path> then <class distribution> 
could be extracted from the tree. If a domain has only discrete attributes then all 
possible class models can be represented in this way. If a continuous attribute is 
involved, however, there may be no partition of intervals of the value set of the 
attribute such that the class probability distributions are constant on an interval. In 
some cases the distribution in a leaf would be a non-constant function of the actual 
value of the continuous attribute. In the discussion that follows it will be assumed 
that such a partition exists and involves a finite number of sets.  

Definition  A decision tree which represents a class model will be called a true1 
(decision) tree representation for the model. The mapping from paths to majority 
class of leaf class distributions is the best classifier corresponding to the true tree.  

A true tree representation may, in the first instance, be fully expanded, i.e. all paths 
are of length n where there are n attributes in the domain (called here a complete 
tree). There may, though, be nodes at the bottom of the tree where each sibling of 
an expansion shares the same class probability distribution. Beginning at the 
leaves, such nodes may be unexpanded recursively until siblings with different 
distributions are first encountered. This is analogous to post-pruning of an induced 
tree but is not a statistical procedure because all distributions are known. The 
remaining tree after such purging will be called a core tree. Expansions thus 
removed may (but not necessarily) have involved pure noise attributes; see Hickey 
[6] for a discussion of pure noise. The core may also contain pure noise attributes 
and is said to be inflated by them. A core that does not contain pure noise attributes 
is deflated. Identifying pure noise attributes internal to the core is quite 
complicated.  

Removing unnecessary expansions from the bottom of the tree simplifies the 
representation but does not simplify the model: the pruned and unpruned versions 
are merely different correct representations of the same model. Likewise deflating 
a core simplifies the representation but not the model.  

It is important to consider how a decision tree might wrongly represent a model. 
There are two elements to a decision tree representation: the tree structure and the 
class distributions. A fully expanded tree, is always a correct structure; only a 
wrong specification of a class distribution in a leaf can render the tree an inaccurate 
representation of the model.  

On the other hand, if informative attributes are missing from the tree then it 
cannot represent the class model correctly even if the class distributions are the 
appropriate ones given the conditions specified by the paths. Such a tree is said to 
under-represent the model and would have a lower classification rate. 

1 Called a canonical tree in Hickey [5] 
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4  The ID3* Tree 

One method of constructing a true tree is to use a probabilistic version of ID3: the 
information gain heuristic is applied to class distributions at nodes rather than to 
class frequency profiles of training examples. A true tree will be produced in which 
the (locally) most informative attributes will appear near the top and the least 
informative towards the bottom. If, amongst the attributes available for expansion 
at a node, there are some offering positive information gain, select the one with the 
greatest gain. There is no MCP issue.  

A node that offers no immediate information gain from any attribute is called a 
locally uninformative node (LUN). LUNs sub-divide into   

1. those where the Cartesian product of several of the available attributes (i.e. a 
conjunction) would produce a gain (called non-terminal LUNs) and  

2. those where all available attributes are pure noise, and so there is no further 
information gain to be had, (called terminal LUNs).  

At a non-terminal LUN, the tree must be expanded else it would under-represent 
the class model. At a terminal LUN, no expansion is required: the class 
distributions are correct and any further expansion merely sub-divides each 
distribution into specialised replicates. A terminal LUN is thus a leaf node of the 
core of the true tree. Unfortunately it is not possible to decide immediately at a 
LUN node whether it is terminal or non-terminal and so in all cases further search 
must be undertaken.   

Because there is no immediate gain, a new criterion must be adopted for 
attribute selection. One method is to choose an attribute that maximises the average 
of the information gains across expansions of its child nodes. Of course each child 
node might also be a LUN, thus the criterion would have to be applied recursively 
until some genuine gain were obtained. If the LUN is non-terminal, this gain must 
occur at some stage. Such a gain will be referred to as the minimal-lookahead 
information gain (minimal being in the sense of distance ahead). At a non-LUN 
node, the minimal-lookahead gain is just the normal information gain. If several 
attributes tie for maximum minimal-lookahead gain a random choice should be 
made. If the minimal-lookahead gain at a LUN is zero, then it is terminal and so no 
expansion is required.  

This probabilistic version of ID3 using maximising minimal-lookahead gain as 
the criterion for attribute selection, will be called ID3*.  

Algorithm  (ID3*) 
Input : the joint distribution of description and class attributes. 
Output : a decision tree, T, with class distributions in the leaves ( ID3*). 
 
Initialise T to be a root node having the unconditional class distribution  
while there are nodes in T that are not marked as terminal do 
{ 

• choose such a node, N 
• if the class distribution of N is degenerate, mark N as terminal 
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• if there are no attributes available to expand N, mark N as 
terminal 

• if there is a least distance, d, such that an attribute offers positive 
minimal-lookahead gain at this distance  
• then select the attribute which maximises this gain (if 

unique) or choose one at random from those maximising 
the gain (if there are several) and expand N creating a child 
node for each value of the selected attribute  

• else mark N as terminal   
} 

 Return T 
 

Note that the ID3* true tree is automatically a core tree: pure noise attributes at the 
bottom will not be expanded. An ID3* tree is also deflated:  

 
Theorem   The attribute selection criterion for the ID3* will never choose a pure 
noise attribute for expansion and so an ID3* tree is always deflated. 

Proof At a non-LUN node the attribute selected will offer a positive gain. 
Therefore not all class distributions at the child nodes of this attribute are identical 
and so the attribute is not pure noise.  

At a LUN node, N, suppose attribute, A, offers maximum minimal-lookahead 
gain and that this is positive (if it is zero then, by definition, no expansion will be 
made).  

Suppose A is a pure noise attribute. Let d be the least depth below N at which 
there is a node, N'', two of whose children have different class distributions. Let N' 
be the child node of N lying on the path from N to N''. (N' and N'' could be 
identical). Let the attribute expanded by ID3* at N' be A'. A' is then the maximum 
minimal lookahead attribute at N'. All nodes that are descendants of N' (and N' 
itself) have the same value, v, of A (the value on the branch from N to N'); so too 
will all nodes considered for expansion by ID3* at or beneath N'. Because A is pure 
noise, uninstantiating this value will not affect any of the conditional probability 
distributions at or beneath N'. Thus the ID3* sub-tree rooted at N' can be lifted and 
placed at N with A' now being the expanded attribute at N' and having the same 
minimal lookahead information gain as A.  But the distance between N and N'' is 
now d-1 instead of d. This contradicts the maximal minimal-lookahead property for 
A and so it cannot be a pure noise attribute.       

Since it may require full expansion of a sub-tree, the minimal lookahead search 
undertaken at a LUN is NP-hard. The formation of the true ID3* tree is, for the 
most part, just a thought experiment the purpose of which is to gain insight into the 
induction process.   

The lookahead performed by ID3* should not be confused with that sometimes 
adopted in variants of ID3 (see, for example, Murthy and Salzberg [12], and 
Norton [13]) where it is used to widen the search space in an attempt (which 
appears not be altogether successful) to find a smaller tree.   
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4.1 The ID3 Tree as an Estimate of the ID3* Tree 

In an ideal world, anyone wishing to create a representation of a class model could 
build the ID3* tree and extract a rule set from it. In the absence of a full 
specification of the class model a set of classified training examples is used as a 
substitute. The ID3 tree built from the training set can be regarded as an estimate of 
the ID3* tree that would have been built from the class model.  

The main tree-building inference mechanism in ID3 is the estimation of 
information gain. This is straightforward, based, as it is, on class frequency 
distributions as estimates of the corresponding class probability distributions. 
There is a major shortcoming, though in the treatment of LUNs. First of all, it 
requires an inference to establish that a node really is a LUN. This can be 
undertaken using a proper MCP procedure although without lookahead, as 
undertaken by ID3*, it cannot be established whether the LUN is terminal or not.  

Equally, the continued expansion without testing for a terminal node is 
unsatisfactory. It amounts to assuming that there are no pure noise attributes. In the 
case where the node is a non-terminal LUN, selection of the attribute with the 
highest immediate gain can be seen as an inferior estimation of the maximum 
minimal-lookahead attribute. Thus, overall, it is in the handling of LUNs that ID3 
is weakest in comparison to ID3*. 

The ID3 tree (grown without run-time pruning) will tend to: 

1. Successfully replicate the ID3* tree in the upper parts because node 
frequencies tend to be large thus permitting good estimation of the locally 
most informative attributes 

2. Lower down the tree, expand on pure noise attributes (inflation) wrongly 
inferring that they are informative.  

3. Extend the tree beyond terminal LUNs because there is no mechanism for 
their detection.  

4. Under-represent the model because informative attributes are pushed over the 
horizon, i.e. beyond the leaves of the tree, as a result of the inflation in 2) 
above. This is a horizon effect analogous to that in minimax - an unimportant 
but immediate consideration pushes an important situation beyond a point 
where it would be visible. 

5. Wrongly identify the majority class in some leaves because the sample 
reaching the leaf is small and biased as result of the attribute selection process.  

Thus, for a domain that contains some pure noise attributes and unless the training 
set is sufficiently large, the induced ID3 tree will tend to be an overgrown and 
inflated under-representation of the model.  

 5 Discussion 

The development above provides a basis for discussion of some of the key issues in 
decision tree learning: tree size, bias and overfitting.  

293



5.1  Tree Size and Inductive Bias in ID3   

Inductive bias is regarded as providing an essential framework that permits 
learning to take place. Mitchell [11] states that inductive bias amounts to 'some 
form of prior assumptions' about the identity of the target concept and that without 
such assumptions there can be no basis for generalising beyond the examples. This 
clearly is the case for a hypothesis restriction bias as applies to, for example, the 
Candidate Elimination algorithm where no generalisation is possible without the 
bias. ID3, though, has a preference bias: Mitchell [11] says 

“Shorter trees are preferred over longer ones. Trees that place high information 
gain attributes close to the root are preferred to those that do not.” 

The second statement here simply states what ID3 does. Ultimately the purpose of 
the bias in attribute selection is, as asserted in the first statement, to produce a 
small tree, i.e. one with has shorter paths to its leaves. 

There is some empirical evidence that this is so (see, for example Mingers [10]). 
The information-theoretic analysis of Goodman and Smyth [4] provides bounds on 
the size of binary trees built using information gain.  

The theorem above shows that ID3* builds a deflated core. The omission of 
pure noise expansions that would otherwise inflate the core certainly contributes to 
the tree being smaller. Does the information gain heuristic achieve more than this: 
that is, amongst deflated core trees, does ID3* tend to find one that is small? 

ID3* selects for expansion an attribute having the least average entropy values 
over child node class distributions (assuming the node is not a LUN). The (hill-
climbing) argument for this is that a low entropy class distribution is nearer to a 
pure distribution and thus the leaf of the core tree will tend to be closer. On the 
face of it, though, a node class distribution reveals nothing about the depth of the 
tree beneath. The class distribution could be fairly pure (low entropy) yet have 
considerable depth beneath it or be fairly impure (high entropy) and be terminal. In 
short, because the probability distributions in the class model are entirely arbitrary, 
it would appear difficult to assert that entropy at a node tends to be correlated with 
depth to the core beneath that node. 

There is, however, an argument in support of the claim. It follows from a 
consideration of how an internal node's class distribution may be calculated. The 
latter can be obtained by recursive backing up of the leaf class distributions of the 
core subtree beneath the node - a parent node's class distribution is the weighted 
average (convex combination) of its child nodes' distributions. The backing up 
process results in information loss (the opposite to the information gain obtained 
from expanding downwards). Generally, the greater the depth that has to be backed 
up, the greater the loss.  

Now suppose that all leaf nodes in the model exhibit similar noise levels as 
measured by entropy. Nodes internal to the core must then have class distributions 
with higher entropies and the further up the tree they are, the greater these 
entropies will tend to be. An attribute that has a leaf node as one or more of its 
children will, therefore, tend to have lower average entropy than one that has no 
leaf nodes. What this amounts to is that average entropy, applied to each candidate 
attribute, is operating as a depth-sounding device. 
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This depth-sounding argument assumed that entropy was broadly constant 
across all leaves of the tree. Removal of this condition provides an example of a 
circumstance in which ID3* may miss the opportunity to expand on an attribute 
that would have yielded a shallow subtree. Suppose a leaf child node of a candidate 
attribute has a high entropy in comparison with other leaf nodes of the subtree. 
Other attributes may have child node distributions that, although heavily backed 
up, still manage to have lower entropy than that of this leaf. Thus our attribute may 
lose the competition.   

Apart, then, from the circumstance just described, in can be argued that ID3* 
does indeed build a tree that tends to be small within the population of all deflated 
core trees. To the extent that it is a good estimate of ID3*, ID3 will also tend to 
have this property. With ID3, unlike ID3*, there is the possibility that pure noise 
attributes will be selected for expansion thus inflating the core and resulting in a 
larger tree. As noted by Liu and White [8] using information gain does guard 
against this to some extent with pure noise attributes tending to be pushed towards 
the bottom of the tree.   

Rather than facilitating induction, bias can be regarded a personal choice of a 
representation of a model: someone who knows the class model (and so has no 
need of induction) must still decide on a representation. If the ID3* representation 
is chosen then ID3* must be run to build the representation. Learning from training 
examples using ID3 can thus be seen as: 

1. deciding upon the ID3* tree to represent the model, 
2. estimating this tree from training examples using class frequencies profiles in 

place of the true (but unknown) node class distributions.  

Preference bias, therefore, relates primarily to representation and not to induction 
(although, in ID3, bias facilitates induction through preserving leaf frequencies). 

5.2 Overfitting Avoidance as a Utility 

A fully expanded decision tree is often regarded as an overfit of the model. Post 
pruning is then advocated to find a more correct fit. There is a sense in which a 
representation, unlike a model, cannot be overfitted. Extending the tree below the 
core results in an unnecessarily elaborate representation but one that can represent 
the same model provided the class frequency profiles are accurate.  

In practice the frequency in the leaves of fully expanded trees tend to be small 
and so the class frequency profiles are poor estimates of the probabilities and, in 
particular, the true majority class is less likely to be discovered. Since the 
generalisation performance of the classifier depends heavily on correct 
identification of majority class, it is prudent to prune back, accumulating frequency 
until statistical reliable estimates are obtained. Such pruning may stray into the 
core and thus create, or add to, under-representation - which is counter-productive.  

Schaffer [16] suggests that post pruning amounts to a bias, reflecting a 
preference (or utility) of the user for a simpler model. Viewed as described above, 
however, post pruning is a purely statistical procedure; like all such procedures it 
will satisfy some user-specified criterion relating to statistical significance or 
confidence. Unquestionably, the latter is difficult to ascertain because the MCP 
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tree-building activity biases the class frequency distributions in the leaves, but this 
does not constitute a utility. Pruning into the core would result in a simpler model 
being induced but this would be a by-product of the satisfaction of the statistical 
requirement not an explicit request on the part of the user for a simpler model.  

Trading accuracy of the classifier for a simpler tree and rule set is a different 
problem and has been investigated by Bohanec and Bratko [1]. 
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Abstract. Preliminary research on the development of an intelligent 
multimedia distributed platform hub (MediaHub) for the fusion and 
synchronisation of language and vision data is presented.  Related research is 
reviewed and a potential new approach to decision-making within MediaHub 
based on Bayesian Networks is proposed. A proposed system architecture, 
including a Dialogue Manager, Semantic Representation Database and 
Decision-Making Module, is outlined. Bayesian Networks will be employed in 
the decision-making process within the Decision-Making Module. Initial 
findings suggest that this is a promising approach for MediaHub. 

1 Introduction 

The area of intelligent multimedia has seen considerable research into creating user 
interfaces that can accept multimodal input. This has led to the development of 
intelligent interfaces that can learn to meet the needs of the user, in contrast to 
traditional systems where the onus was on the user to learn to use the interface. A 
more natural form of human-machine interaction has resulted from the development 
of systems that allow multimodal input such as natural language, eye and head 
tracking and 3D gestures [1] [2]. Considerable work has also been completed in the 
area of knowledge representation within multimodal systems, with the development 
of several semantic mark-up languages [3]. Efforts have also been made to integrate 
natural language and vision processing, and the main approaches in this field are 
described in [2].   
 The area of distributed computing has been exploited to create intelligent 
multimedia systems that are human-centred and directly address the needs of the user.  
DACS (Distributed Applications Communication System) [4] is a powerful tool for 
system integration that provides numerous features for the development and 
maintenance of distributed systems. Communication within DACS is based on simple 
asynchronous message passing, with additional extensions to deal with dynamic 
system reconfiguration during run-time. Other more advanced features include both 
synchronous and asynchronous remote procedure calls and demand streams.   
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1.1 Objectives of MediaHub   

 The principle aim of this research is to develop an intelligent multimedia distributed 
platform hub (MediaHub) for the fusion and synchronisation of multimodal 
information, specifically language and vision data. The primary objectives are to: 
   
• Interpret/generate semantic representations of multimodal input/output. 
• Perform fusion and synchronisation of multimodal data (decision-making). 
• Implement and evaluate MediaHub, a multimodal platform hub with a potential 

new approach to decision-making. 
 
It is envisaged that MediaHub will be tested as a plug-in within an existing 
multimodal platform such as CONFUCIUS [5] using multimodal input/output data.  
  Next, section 2 reviews research related to the development of MediaHub. 
Then, section 3 focuses on multimodal semantic representation. Section 4 discusses 
decision-making within MediaHub. Section 5 presents the proposed system 
architecture of MediaHub, while section 6 provides a conclusion and discussion of the 
future development of MediaHub. 

2 Related Research 

 This section gives a review of related research that is relevant to the design and 
implementation of MediaHub.  Section 2.1 provides a review of the area of distributed 
processing, whilst section 2.2 looks at existing multimodal distributed platforms. 

2.1 Distributed Processing 

Recent advances in the area of distributed systems have seen the development of 
several software tools for distributed processing. These tools are utilised in the 
creation of a range of distributed platforms. The Open Agent Architecture (OAA) [6] 
is a general-purpose infrastructure for creating systems that contain multiple software 
agents.  OAA allows such agents to be developed in different programming languages 
and run on different platforms. All agents interact using the Interagent 
Communication Language (ICL). ICL is a logic-based declarative language used to 
express high-level, complex tasks and natural language expressions. JATLite [7] 
incorporates a set of Java packages that enable multi-agent systems to be constructed 
using Java. JATLite provides a Java agent platform that uses the KQML (Knowledge 
Query and Manipulation Language) Agent Communication Language (ACL) [8] for 
inter-agent communication. KQML is a message format and message-handling 
protocol used to support knowledge sharing among agents.   
  .NET [9] is the Microsoft Web services strategy that allows applications to 
share data across different operating systems and hardware platforms. The web 
services provide a universal data format that enables applications and computers to 
communicate with one another. Based on XML, the web services allow 
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communication across platforms and operating systems, irrespective of what 
programming language is used to write the applications. CORBA [10] is a 
specification released by the Object Management Group (OMG).  A major component 
of CORBA is the Object Request Broker (ORB), which delivers requests to objects 
and returns results back to the client. The operation of the ORB is completely 
transparent to the client, i.e. the client doesn’t need to know where the objects are, 
how they communicate, how they are implemented, stored or executed. CORBA uses 
the Interface Description Language (IDL), with syntax similar to C++, to describe 
object interfaces.   
 
2.2 Multimodal Platforms 
 
Numerous intelligent multimedia distributed platforms currently exist. With respect to 
these platforms, of particular interest to the design of MediaHub are their methods of 
semantic representation, storage and decision-making (fusion and synchronisation). 
 Ymir [11] is a computational model for creating autonomous creatures 
capable of human-like communication with real users. Ymir represents a distributed, 
modular approach that bridges between multimodal perception, decision and action in 
a coherent framework. The modules within Ymir are divided into four process 
collections. The Reactive Layer operates on relatively simple data. The Process 
Control Layer controls the global aspects of the dialogue and manages the 
communicative behaviour of the agent. The Content Layer hosts the processes that 
interpret the content of the multimodal input and generate suitable responses. The 
Action Scheduler within Ymir is used to coordinate appropriate actions. There are 
three main blackboards implemented in Ymir, and communication is achieved via 
message passing. The first blackboard, called the Functional Sketchboard, is primarily 
used for information exchange between the Reactive Layer and the Process Control 
Layer. The second blackboard is called the Content Blackboard. This deals with 
communication between the Process Control Layer and the Content Layer.  The 
messages that are posted on the Content Blackboard are less time-critical than those 
on the Functional Sketchboard. The third blackboard is called the Motor Feedback 
Blackboard and is used to keep track of which part of a stream of actions is currently 
being planned or carried out by the Action Scheduler. Within the Ymir architecture, a 
prototype interactive agent called Gandalf has been created. Gandalf is  capable of 
fluid turn-taking and dynamic sequencing. 
 CHAMELEON [12] is a platform for developing intelligent multimedia 
applications that makes use of DACS for process synchronisation and 
intercommunication. The hub of CHAMELEON consists of a dialogue manager and a 
blackboard. The role of the blackboard is to keep track of interactions over time, 
using frames for semantic representation. The architecture of CHAMELEON is 
shown in Fig. 1. CHAMELEON consists of ten modules, mostly programmed in C 
and C++, which are glued together by the DACS communications system. The 
blackboard and dialogue manager form the kernel of CHAMELEON. The blackboard 
stores the semantic representations produced by the other modules, keeping a history 
of all interactions. Communication between modules is achieved by exchanging 
semantic representations between themselves or the blackboard. 
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Fig. 1.  Architecture of CHAMELEON [12] 
 

 SmartKom [13] is a multimodal dialogue system that is being developed to help 
overcome the problems of interaction between people and machines. SmartKom 
focuses on developing multimodal interfaces for applications in the home, public and 
mobile domains. The system uses a combination of speech, gestures and facial 
expressions to facilitate a more natural form of human-computer interaction, allowing 
face-to-face interaction with its conversational agent Smartakus. For example, in the 
public domain, the user can allocate the task of finding a library to Smartakus. 
MIAMM [14] is an abbreviation for Multidimensional Information Access using 
Multiple Modalities. The aim of the MIAMM project is to develop new concepts and 
techniques that will facilitate fast and natural access to multimedia databases using 
multimodal dialogues.   

3 Multimodal Semantic Representation  

One of the central questions in the development of intelligent multimedia or 
multimodal systems is what form of semantic representation should be used.  The 
term ‘semantic representation’ refers to the method employed to represent the 
meaning of media representation [3]. This semantic representation must support 
interpretation and generation, multimodal input and output and a variety of semantic 
theories. The majority of the work in multimodal systems employs either frames or 
XML as the method of semantic representation. A review follows of both these 
approaches. 

3.1 Frames 

 A frame is a collection of attributes with associated values that represent some real 
world entity. Minsky [15] first introduced frames as a method of semantically 
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representing situations in order to facilitate decision-making and reasoning. The idea 
of frames is based on human memory and the psychological view that, when faced 
with a new problem, humans select an existing frame (remembered framework) and 
adapt it to fit the new situation by changing appropriate details. Although frames have 
limited capabilities on their own, a frame system provides a powerful mechanism for 
encoding information to support reasoning and decision-making. Frames can be used 
to represent concepts, including real world objects, for example “the village of 
Dromore”. The frames used to represent each concept have slots which represents the 
attributes of the concept. Frame-based methods of semantic representation are 
implemented in Ymir [11] and CHAMELEON [12].  Fig. 2 shows an example of the 
frame semantic representation that is utilised in CHAMELEON. The example frame 
in Fig. 2 illustrates how speech and gesture input are represented using input frames 
in the CHAMELEON platform. Note that although the syntax and structure of frames 
will vary from system to system, the basic idea of knowledge representation will 
remain the same.   
 

 
[SPEECH-RECOGNISER 
UTTERANCE:(Point to Hanne’s office) 
INTENTION: instruction! 
TIME: timestamp] 
 
[GESTURE 
GESTURE: coordinates (3, 2) 
INTENTION: pointing 
TIME: timestamp] 

Fig. 2. Example frame from CHAMELEON [12] 

3.2 XML 

 Besides frames, the other most popular method of semantic representation in 
multimodal systems is XML (eXtensible Mark-up Language). XML, created by W3C 
(World Wide Web Consortium) [16], is a derivative of SGML (Standard Generalised 
Mark-up Language). XML was originally designed for use in large-scale electronic 
publishing but is now used extensively in the exchange of data via the web. XML 
documents contain both parsed and unparsed data, with the former being either mark-
up or character data (data between a pair of start and end mark-ups). The mark-up 
encodes a description of the storage layout and logical structure of the document.  A 
mechanism is provided within XML that allows constraints to be imposed on the 
storage layout and logical structure. The main purpose of XML is to provide a 
mechanism that can be used in the mark-up and structuring of documents. XML is 
different to HTML in that tags are only used within XML to delimit pieces of data.  
The interpretation of the data is left completely to the application that reads it.  
Another advantage of using XML is that it is possible to easily create new XML tags.  
 With respect to semantic representation, SmartKom [13] and MIAMM [14] both use 
an XML-based method of semantic representation. It is common that a derivative of 
XML is used for semantic representation. For example, SmartKom uses an XML-
based mark-up language, M3L (MultiModal Markup Language), to semantically 
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represent information passed between the various components of the platform. An 
example of M3L is shown in Fig. 3. The M3L code in Fig. 3 is used to present a list of 
TV broadcasts to the user in response to a user-request. The exchange of information 
within MIAMM is also facilitated through a derivative of XML called MMIL (Multi-
Modal Interface Language). Any programming language can manipulate data in XML 
and a range of middleware technology exists for managing data in XML format. 
 
 

0<presentationTask> <presentationGoal> 
1      <inform> <informFocus> <RealizationType>list </RealizationType> </informFocus> </inform> 
2      <abstractPresentationContent> 
3<discourseTopic> <goal>epg_browse</goal> </discourseTopic> 
4<informationSearch id="dim24"><tvProgram id="dim23"> 
5   <broadcast><timeDeictic id="dim16">now</timeDeictic> 
6                     <between>2003-03-20T19:42:32 2003-03-20T22:00:00</between> 
7        <channel><channel id="dim13"/> </channel> 
8   </broadcast></tvProgram> 
9</informationSearch> 
10         <result> <event> 
11<pieceOfInformation> 
12   <tvProgram id="ap_3"> 
13<broadcast> <beginTime>2003-03-20T19:50:00</beginTime> 
14        <endTime>2003-03-20T19:55:00</endTime> 
15        <avMedium> <title>Today’s Stock News</title></avMedium> 
16        <channel>ARD</channel> 
17</broadcast>…….. 
18          </event>   </result> 
19</presentationGoal> </presentationTask> 

Fig. 3.  Example M3L code [13] 

4 Decision-Making within MediaHub 

The aim of this research is to develop a multimodal platform hub (MediaHub) which 
will use a potential new approach to decision-making over language and vision data. 
We will now consider the types of decisions that MediaHub will be required to make.  
Essentially these can be divided into two main categories: 
 

• Decisions relating to input 
• Decisions relating to output 
 

With regard to decisions concerning input, these can be further categorised into the 
following three areas: 
 

• Determining the semantic content of the input. 
• Fusing the semantics of the input. That is, fuse the semantics of the language 

input such as “Whose office is this?” with the visual input (i.e.  the pointing 
information/data) [12]. 

• Resolving any ambiguity at the input.   
 

An example of ambiguity at the input could be if the user points three times while 
saying “Show me the best route from this office to this office” [12]. Here, 



    

synchronisation (e.g. using timestamps) could be used to determine which two offices 
the user is referring to. Another example could be in an industrial environment where 
a control technician points at two computer consoles saying “Copy all files from the 
‘process control’ folder of this computer to a new folder called ‘check data’ on that 
computer.” In this example, synchronisation of the visual and audio input may be 
needed to determine which two computers the control technician is referring to.   
Resolving ambiguity at the input will be a key objective for the decision-making 
component of MediaHub. 
 In relation to decisions at the output, synchronisation issues could arise in 
order to match, for example, a laser movement with a speech output. As is the case in 
CHAMELEON [12], a statement of the form “This is the best route from Paul’s office 
to Tom’s office” may need to be synchronised with the laser output tracing the route 
between the two offices. A decision may also need to be made on what is the best 
modality to use at the output (i.e. language or vision?). For example, the directions 
from one office to another may be best presented visually using a laser, while a 
response to a user’s query may be better presented using natural language output. 
Another example could be when the driver of a car asks an in-car intelligent system 
for directions to the nearest petrol station. Here the system could respond by 
presenting a map to the driver or by dictating directions using speech output. The 
system response in this case would depend on whether or not the car was moving. If 
the car is stopped in a lay-by, the response could be given to the user via the map. If 
however the car is moving (i.e. the drivers eyes are pre-occupied on the road), then 
the system would respond using speech output. Of course, there are numerous other 
possible decisions that will be needed in relation to multimodal input and output in 
MediaHub. Ultimately, the decisions required in MediaHub will depend on its 
application. The ideal scenario for a multimodal platform hub is that it will be capable 
of making all possible decisions that could be required in a multimodal system. 

5 System Architecture 

 MediaHub will be an intelligent multimedia distributed platform hub for the fusion 
and synchronisation of language and vision data. MediaHub’s proposed architecture is 
shown in Fig. 4. 

The key components of MediaHub are: 

• Dialogue Manager  
• Semantic Representation Database  
• Decision-Making Module  

 
The role of the Dialogue Manager is to facilitate the interactions between all 
components of the platform. It will act as a blackboard module, with all 
communication between components achieved via the Dialogue Manager. It will also 
 be responsible for the synchronisation of the multimodal input and output. The 
Semantic Representation Database in MediaHub will be responsible for holding 
semantic representations of the multimodal input. Several options exist for semantic 
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representation including XHTML + V [17], the Synchronised Multimedia Integration 
Language (SMIL) [18], EMMA (Extensible MultiModal Annotation mark-up 
language) [19] and the Web Ontology Language (OWL) [20]. The Decision-Making 
Module will employ Bayesian Networks [21] for decision-making. With regard to 
multimodal input and output, existing input/output data structures will be assumed. 
 

 
Fig. 4.  Architecture of MediaHub 

6 Conclusion and Future Work 

 The objectives of MediaHub, in providing a distributed platform hub for the fusion 
and synchronisation of language and vision data, have been defined. A review of 
various existing distributed systems and multimodal platforms has given an insight 
into recent advances and achievements in the area of intelligent multimedia 
distributed computing. The various existing methods of multimodal semantic 
representation, storage and decision-making, which will be of critical importance in 
the development of MediaHub, were also discussed. The area of Bayesian Networks 
has been considered with regard to the use of Bayesian decision-making in 
MediaHub. This provides a potential new approach to decision-making over language 
and vision data. 
  The development of MediaHub is in its infancy. Key decisions that lie ahead 
relate to the method of semantic representation, semantic storage, communication and 
decision-making. Several implementations of XML could be used by the Semantic 
Representation Database. XHTML + Voice and other XML-based languages such as 
SMIL and EMMA will be considered. OWL is also being investigated with regard to 
its potential use for semantic representation within MediaHub. Further analysis of 
distributed processing tools, such as OAA and .NET, will also be performed before a 
final decision on MediaHub’s implementation is made. 
  A major focus of the future development of MediaHub will be in the area of 
decision-making over multimodal data. The HUGIN software tool [21], a tool for 
implementing Bayesian Networks as CPNs, is currently being investigated for its 
potential to provide MediaHub with decision-making capabilities. Hugin offers an 
API which is implemented in the form of a library written in the C, C++ and Java 
programming languages. The API can be used like any other library and can be linked 
to applications, allowing them to implement Bayesian decision-making.  
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 In conclusion, this paper provides a summary of issues relating to the development of 
an intelligent multimodal distributed platform hub and presents the proposed future 
development of MediaHub. 

References 

1. Maybury, M.T. (Ed.): Intelligent Multimedia Interfaces. Menlo Park: 
AAAI/MIT Press (1993) 

2.   Mc Kevitt, P. (Ed.): Integration of Natural Language and Vision Processing 
(Vols I-IV). London, U.K.: Kluwer Academic Publishers (1995) 

3.   Mc Kevitt, P.: MultiModal semantic representation. In Proceedings of the 
SIGSEM Working Group on the Representation of MultiModal Semantic 
Information, First Working Meeting, Fifth International Workshop on 
Computational Semantics (IWCS-5), Harry Bunt, Kiyong Lee, Laurent Romary, 
and Emiel Krahmer (Eds.), Tilburg University, Tilburg, The Netherlands, 
January, 1-16 (2003) 

4.    Fink, G.A., Jungclaus, N., Kummert, F., Ritter, H., Sagerer, G.: A Distributed 
System for Integrated Speech and Image Understanding. International 
Symposium on Artificial Intelligence, Cancun, Mexico, 117-126 (1996) 

5.    Ma, M., Mc Kevitt, P.: Semantic representation of events in 3D animation. In 
Proceedings of the Fifth International Workshop on Computational Semantics 
(IWCS-5), Harry Bunt, Ielka van der Sluis and Roser Morante (Eds.), 253-281. 
Tilburg University, Tilburg, The Netherlands, January (2003) 

6. Cheyer, A., Julia, L., Martin, J.C.: A Unified Framework for Constructing 
Multimodal Experiments and Applications. In Proceedings of CMC ’98: 
Tilburg, The Netherlands, 63-69 (1998) 

7.  Kristensen, T.: T Software Agents In A Collaborative Learning Environment. In 
International Conference on Engineering Education, Oslo, Norway, Session 
8B1, 20-25, August (2001) 

8. Finin, T, Fritzson, R., Mc Kay, D., Mc Entire, R.: KQML as an Agent 
Communication Language. In Proceedings of the 3rd International Conference 
on Information and Knowledge Management CIKM '94, Gaithersburg, MD, 
USA, 456-463 (1994) 

9. Fay, D.Q.M.: An architecture for distributed applications on the internet: 
Overview of Microsoft’s .net platform. In 17th International Parallel and 
Distributed Processing Symposium, 7-14, Nice, France, April (2003) 

10. Vinoski, S.: Distributed object computing with CORBA. C++ Report, Vol. 5, 
No. 6, July/August, 32-38 (1993) 

11. Thórisson, K.R.: A Mind Model for Multimodal Communicative Creatures & 
Humanoids. In International Journal of Applied Artificial Intelligence, Vol. 13 
(4-5), 449-486 (1999) 

12. Brøndsted, T., Dalsgaard, P., Larsen, L.B., Manthey, M., Mc Kevitt, P., 
Moeslund, T.B., Olesen, K.G.: The IntelliMedia WorkBench - An Environment 
for Building Multimodal Systems. In Advances in Cooperative Multimodal 
Communication: Second International Conference, CMC '98, Tilburg, The 

307



  

Netherlands, January 1998, Selected Papers, Harry Bunt and Robbert-Jan Beun 
(Eds.), 217-233. Lecture Notes in Artificial Intelligence (LNAI) series, LNAI 
2155, Berlin, Germany: Springer Verlag (2001) 

13. Wahlster, W.: SmartKom: Symmetric Multimodality in an Adaptive and 
Reusable Dialogue Shell. In: Krahl, R., Günther, D. (Eds.), 47-62, Proceedings 
of the Human Computer Interaction Status Conference, June. Berlin, Germany: 
DLR (2003) 

14. Reithinger, N., Lauer, C., Romary, L.: MIAMM: Multimodal Information 
Access using Multiple Modalities. In Proceedings of the International CLASS 
workshop on Natural, Intelligent and Effective interaction in MultiModal 
Dialogue Systems, Copenhagen, Denmark, 28-29 June (2002) 

15. Minsky, M.: A Framework for representing knowledge. In Readings in 
knowledge representation, R. Brachman and H. Levesque (Eds.), 245-262, Los 
Altos, CA: Morgan Kaufmann (1975) 

16. World Wide Web Consortium  http://www.w3.org   
17.  Mc Tear, M.F.: Spoken dialogue technology: toward the conversational user 

interface. Springer Verlag: London(2004) 
18.  Rutledge, L.: SMIL 2.0: XML For Web Multimedia. In IEEE Internet         

Computing, 78-84, Sept-Oct (2001) 
19.   EMMA  http://www.w3.org/TR/2004/WD-emma 20041214/ 
20.   OWL  http://www.w3.org/2004/OWL/   
21. Jensen, F.: Bayesian belief network technology and the HUGIN system. In 

Proceedings of UNICOM seminar on Intelligent Data Management, Alex 
Gammerman (Ed.), 240-248. Chelsea Village, London, England, April (1996) 

 
 

308

http://www.w3.org/
http://www.w3.org/TR/2004/WD-emma
http://www.w3.org/2004/OWL/


����������	�
����������������	�
�����	�����	�� ������!"����	��#����!$	���%
�������&�������'���(������!"����	��#���*)����,+-��	��.�.�/��+

0�1�231#4�5'687:9�;=<
>8?A@CBDB/EFB#GIHJBLK�MONOPRQ3ST>U?WVXQWYC?WQ/ZC[TYCVX\=Q3SR]^V_Pa`,B#GIbJV_SRK�VcYOdL@Ce/KfZObJV_SRK�VXYCdL@Ce/KfZObTgih�j/k�k�Zl YCdLEce#Ynmo"p^qrpts8u�vOwLx/yDzDw={rpt|=}UuW~�p�uDwFpt�L� Z����� @OBLK�Q�MCe/dLQ/� }D�L�L�I���=���=�=�Ip^wL{rpt|=}8u3~�p�uDwrp��L�O�8�W�O��}8�
�����W�W���n�/�L��� Q3�8Vc?We/E:�CNCYO?3PRVXBLYCe/E:�TSAe/K�K�e�S�e/EXEXBi��]�EcVXYOdLNCVX]�PRVX?�?WB/YC]�P^SAe/VXYDPR]�PRB]^M�QW?3VXG�`�e#P^P^SRVX CN8PRQW]�e#Ynm�PR@CQWV_S¡\Le#EcNOQW]¢��V_PR@OBLNOP£NC]^VXYCd¤NCYOV_¥n?ie�PRVcB/YF¦Ik�@OQ�]Re#P^§VX]�G¨e#?3PRVXBLY�e/EXdLB#SRVXPR@OK©GªB/S�PR@OQW]^Q¢?3BLYC]�P^SAe#VXYUPR]�Vc]T��VXPR@OVXY¤PR@OQ¢d/QWYCQ«SAe#PRQ3§¬e/YCm8§�PRQW]�PMCe#SAeLm8VXdLKe#Ynm-@Ce/]JPR@OQ�m8Vc]Re/mO\/e/YDPAe/d/Q�B/GrYCB#P� �QWVXYCd¡e/ CEXQ�PRB¡mOQ3PRQ3?3PiZ8e#P�K�VXYCV_§K�e#E=?WBL]�PiZ�\UVXBLEce�PRVcB/YC]®B#GOPR@OQ¯?3BLYC]�P^SAe#VXYUPR]®e/]rQWe#SRE_`'e/]FYne#PRVX\=QI]^M�Qie#°=Q3SR]W¦/HJBLYO?WNOS^§SRQWYDP�?3BLYC]�P^SAe#VXYUP&Ece#YCdLNCe/d/QW]WZ®B#GJ��@CVX?A@�HJ±T²³Vc]&e#Y�Q3�Oe#K�MCEXQLZ:e/EXEXBi�´]^Qie#SR?A@CQW]PRB� �QµVXYC?«SRQWK�QWYDPAe/EXE_`¶?3BLYC]�P^SAe#VXYCQim·��V_PR@¸d/B=e/EX]�mOQWEceW`DQim¶NOYDPRVcE�PR@CQ«`·?We/Y¸ �QM8SRBLM�Q3SRE_`�m8VX]^?«@Ce#SRdLQWm:¦"¹¬P'VX]¡]^@OBi��YºPR@Ce#P¢EXVcYOdLNOVc]�PRVX?,?WBLYO]�P^SAe/VXYDPR]¡?ie#Yº �Q,VXK£§MOEcQ3K�QWYDPRQim·VXY»HJ±�²¼PRB�dLVX\=Q¤Qie�SRE_`¸mOQ«PRQW?3PRVXBLY�B#G&]Re#PRVX]�G¨e#?3PRVXBLYn½#\UVXBLEce#PRVXBLY¾B/G?WB/YC]�P^SAe#VcYDPR]WZ"e#Ynm�e#EX]^B¿e#EXEcBi��]£]^B/K�Q£GÀN8S^PR@CQ3S¡mOQ3PRQ3?3PRVXBLY�B#GÁSRQWmONCYCmCe#YC?3`¿e/YCmVXYC?3BLYC]^VX]�PRQWYO?3`D¦

Â Ã³Ä¢Å^Æ£Ç®È¯ÉÊÅAËÁÄ$È�Ä¢Ì Ç®ËÁÄ'ÍOÉ�ÎÊÈ�ÅAÄTÉÊÍ
Ï 4368Ð�Ðµ6843Ñ�Ò:Ñ«1/Ó�Ôª7ºÑAÕn7C236O9i23Ôª9£Ö:6843Ñ«1#4WÑ�6U4318×Ê7:;DØ�×�Ø�ÔªÓ�1/Ù�Õ�Ú:6OÑA1LÓ¿;O7�ÒÊ7ÊÔ�ÛF9#6U2«Ôª;87"Ü:Ý�Þ:1ß 6UÐfÔ�ÙªÕ�; ß ÒÊ7ÊÔ�ÛF9#6U2«Ôª;87�àO4368Ð�Ðµ6843ÑIÞ:68ÑJ6'Ú:4«;C68Ó£Ðf1#Ð-ÚF1/43Ñ«ÞÊÔªÖ ß 43;8Ðá2«ÞÊ1�9#;8ÐfÖÊÒ�2W6D2«Ôª;87F6UÙaâ0�43;8Ùª;8à:ã Ñ�ä'1#Û:7ÊÔ�2«1µåTÙª68Ò:ÑA1 Ï 4W6UÐfÐµ6U4�æ¬ä£å Ï�ç�è 23;f2«ÞÊ1,Ù�Ôª7Êà8Ò:ÔªÑA2«ÔÀ9U× ß ;84&Ôª7:ÑA236U7F9�1�5&1L68Ónéä'43Ô�êO1#7³0ÁÞÊ436OÑA1�ën2«43Ò:9i23ÒÊ4«1 Ï 4368Ð�Ðµ684ì6U7:ÓîíI1�<�ÔÀ9#6UÙ¡ïÊÒÊ7F9i2«Ôª;87F6UÙ Ï 4W6UÐfÐµ6U4·ætíIï Ï�ç ÜÝ�ÞÊ1/Ñ«1 ß ;843Ðµ6UÙªÔªÑ«ÐµÑr2RÕCÖ:Ôª9/6UÙªÙ�Õ¢Ò:ÑA1�Úr;U23Þ�ÑAÕn7C236O9i23Ôª9�687:Ó¡Ù�1#<nÔÀ9#68Ù89#6U2«1/à8;843Ôª1/Ñ�æ�7Ê;OÒÊ7�ÖÊÞÊ4W68Ñ«18×7Ê;8ÒÊ7 ç 6U7FÓ¤6D2«2«43Ô�ÚÊÒÊ2«1=ðDêD6UÙªÒÊ1&Ö:68Ô�4WÑ#ÜnÝ�ÞÊ1¢Ùª6U2A2«1/4T68Ù�Ùª;DØ¾2«ÞÊ1¢1�<�ÖÊ431/Ñ3ÑAÔª;87µ; ß à84W6UÐfÐµ6D2«ÔÀ9#68ÙÔ�7 ß ;O4«Ðµ6U2«Ôª;87"× ß ;84ÁÔª7:ÑA23687:9�1�23ÞÊ1'àO4368ÐfÐf6U2«ÔÀ9#68Ù ß 1/6D23ÒÊ431/Ñ�; ß 7nÒÊÐ,Úr1#4L×8Ör1#4WÑA;O7"×U231#7:Ñ«1'687:ÓÑA;f;87IÜñ&7ÊÔ�ÛF9#6U2«Ôª;87�ÔÀÑ&Ò:Ñ«1/Ó�6OÑ�2«ÞÊ1,Ðf6UòR;84&Ôª7 ß ;O4«Ðµ6D23Ô�;O7�9�;8Ð-ÚÊÔª7ÊÔ�7:à¤Ðf1/9WÞ:687ÊÔªÑ«ÐóÔª7�2«Þ:1/Ñ«1ß ;843Ðf68Ù�ÔÀÑ«ÐfÑ/Ü�ô�2A2«43ÔªÚÊÒ�2«1LÑµ6U7:Ó�2«ÞÊ1/Ô�4µêD68Ù�ÒÊ1LÑf9#6U7ÚF1�Ñ«1#1/768Ñ�9�;OÙ�Ùª1/9�2«1LÓ»Ôª7C2«;¶ÚÊÒÊ7:Ó�Ùª1/Ñ6U7:Ó�ÚÊÒ:7:Ó�Ùª1/Ñ¡9#6U7�Úr1,Ò:7ÊÔcÛF1/Ó�23;¤ÖÊ43;nÓÊÒ:9�1�23ÞÊ1-6U2A234«ÔªÚÊÒ�231,ÚÊÒÊ7FÓ�Ù�1LÑ'; ß ;U2«Þ:1#4'ÙªÔª7Êà8ÒÊÔÀÑA2«ÔÀ9;8Ú�òR1L9i23Ñ/Ü"ô'Ñ,6U7¶1�<Ê6UÐfÖÊÙª18×"9#;87:Ñ«ÔªÓÊ1#4¡2«ÞÊ1¤9#;8Ð-ÚÊÔ�7F6D2«Ôª;87¶; ßTß 1/6U2«ÒÊ431/Ñ ß ;O4�6�ÓÊ1�2«1/4«ÐfÔª7Ê1#46U7:Ó¿7Ê;8Ò:7�Ø�Þ:Ôª9WÞ"×Ê2«;8àO1�23ÞÊ1#4L×nà8Ôªê81�6 ß 1/6D23ÒÊ431�ÚÊÒÊ7:Ó�Ùª1 ß ;84&6�7Ê;OÒÊ7�ÖÊÞÊ4W68Ñ«18â

ä¢õTÝ'ðL2«Þ:1 ö ÷£ø¡ñ'÷¡ðU9#684úù ÷¢0�ð=2«ÞÊ1�9/6U4û�üÊý:þ"ÿ���þ��ÿ/üÊý�� ���"ý � û
	��� ÿ���	��üÊýÊþ"ÿ���þ�� � ��� 	��� ÿ���	��üÊýÊþ"ÿ���þ��ÿ#ü:ý�� ���Iý�����

309



Ý�ÞÊ1�Ô�7C23Ô�Ðµ6D231,68Ñ3Ñ«;n9#Ôª6U2«Ôª;87�ÚF1#2RØT1/1#7�6D2«2«43Ô�Ú:Ò�2«1LÑWðDê=68Ù�Ò:1/Ñ&687:Ó�ÒÊ7ÊÔ�ÛF9#6U2«Ôª;87�Þ:6OÑ&ÑA1/êCé1#4W6UÙ&ÔªÐfÖÊÙ�ÔÀ9#6U2«Ôª;87:Ñ/ÜÁô'7î;8ÚnênÔ�;OÒ:Ñµ68Ñ«ÖF1L9i2¤ÔÀÑf2«ÞF6D2ìÔ�2ìÔÀÑµ4«1/Ùª6U2«Ôªê81/Ù�Õ�1L68Ñ«Õ�23;¸Ô�ÐfÖr;OÑ«1º69�;87FÑAÔÀÑR231#7:9#Õº431��CÒÊÔª4«1/Ð�1/7C2£;O7 ß 1/6D23ÒÊ431�Ú:ÒÊ7:Ó�Ùª1/Ñ�Ñ«Ò:9WÞ¶2«ÞF6D2/× ß ;84�6U7nÕ ß 1/6D23ÒÊ4318×�Ô�2,ÑAÞ:68Ù�ÙÞ:6=ê81¢7Ê;-Ðf;O4«1¢2«Þ:687ì;O7Ê1¢êD68Ù�ÒÊ1OÜÊÝ�ÞnÒ:Ñ#×nÔ�2�ÔÀÑ�ÔªÐ�Ör;OÑ3Ñ«Ô�ÚÊÙª1 ß ;84�2«ÞÊ1£7nÒÊÐ-ÚF1/4�6U2A234«ÔªÚÊÒ�231'23;6UÖÊÖr1/684'ÑAÔªÐ,Ò:Ùc2W6U7Ê1/;8Ò:Ñ«Ù�Õ¿Ø�Ôc23ÞºÚr;U2«Þ�23ÞÊ1�êD6UÙªÒÊ1LÑ&; ß Ñ«Ô�7:à8ÒÊÙÀ6U4'687:Ó�ÖÊÙªÒÊ4368Ù¬Ü®ën1/9#;87:Ó"×Ê2«Þ:1Ò:ÑA1ì; ß ÒÊ7ÊÔ�ÛF9#6U2«Ôª;87�68Ù�Ùª;DØ&Ñ�6D2«2«43Ô�ÚÊÒÊ2«1/Ñ�2«;ºÚr1¤431 ß 1/4«431/Ó·2«;·6UÙ�2«ÞÊ;OÒÊà8Þ"×¯6D2�23ÞÊ1¤Ör;8Ôª7O2-; ß4«1 ß 1#431#7:9#18×®2«Þ:1#Õ�Ó�;�7:;U2�Þ:6=ê81µ6�êD6UÙªÒÊ18Ü� ^7�ÖÊ43;8àO4368ÐfÐ�Ôª7Êà¿Ùª687Êà8Ò:68à81-2«1/4«ÐµÑ/×�Ôc2�ÔÀÑ£2«Þ:11��CÒÊÔªê=68Ù�1/7C2'; ß 6O9#9�1LÑ«Ñ«Ôª7Êà¤6µêD6U43Ôª68ÚÊÙª18×:Ø�Þ:1�2«Þ:1#4';O4'7Ê;82'23Þ:6D2¡ê=684«ÔÀ6UÚ:Ù�1�Þ:6OÑ&Úr1#1/7�ÑA1#2'23;6-êD68Ù�ÒÊ1OÜÝ�ÞÊ1�2«Þ:Ô�4WÓ�9�;O7:Ñ«1��CÒÊ1#7F9�1�; ß ÒÊ7ÊÔ�ÛF9#6U2«Ôª;87�ÔÀÑ"Ùª1/Ñ3ÑI;OÚnêCÔª;8ÒFÑ#â�Ô�2I231#7:Ó:Ñ"23;'Ùª1/68Ó¡23ÞÊ1�Ö:6U4WÑA1/4Ô�ÐfÖÊÙª1#Ðf1#7C231#4�Ôª7O23;�Ñ«1/68439WÞ¿6UÙªà8;843Ô�2«ÞÊÐµÑT; ß 23ÞÊ1£à81#7:1#4W6D2«1#é�687:Ónéa2«1LÑR2�ê=684«Ôª1�2RÕOÜ�åTÙÀ68Ñ3Ñ«Ôª9/6UÙªÙ�ÕO×Ö:6U4WÑAÔª7Êà�Ø�Ôc23Þ�ÒÊ7ÊÔ�ÛF9#6U2«Ôª;87�9�;87FÑAÔÀÑR2WÑ�; ß à81#7:1#4W6D2«Ôª7Êà�Ö:6U4«2«ÔÀ6UÙ�ÑA2«43Ò:9i23ÒÊ431/Ñ/×n2«ÞÊ1�êD6UÙªÔÀÓ�Ôc2RÕì; ßØ�ÞÊÔª9WÞ·6U431�2«1LÑR231/Ó�Ø�Þ:1#7º23ÞÊ1#Õ�684«1-ÒÊ7ÊÔ�Û:1/Ó�Ü�Ý�ÞÊÔÀÑ¢ÔªÑ¡9�Ùª1/684«1LÑR2'Ôª7º23ÞÊ1�Ð�;CÑR2£9�;OÐ�Ðf;O7ÊÙ�ÕÒ:ÑA1LÓ�êO1#4WÑAÔª;87·; ß ÒÊ7ÊÔ�ÛF9#6U2«Ôª;87¶à84W6UÐfÐµ6U4L×®ä�å Ï ×"Ø�ÞÊÔÀ9WÞ"×�Ò:Ñ«Ôª7Êà�0�43;8Ùª;8à:ã Ñ&Ôª7�é�ÚÊÒÊÔªÙc2�23;8Ö�éÓ�;DØ�7îÓ�1#Ö�23Þ�éaÛ:43ÑA2¿Ñ«1/68439WÞ"×ÁÞCÕnÖr;U23ÞÊ1/Ñ«ÔªÑ«1/Ñ�æ�à81/7Ê1#4W6D231/Ñ ç ÑR234«ÒF9i2«Ò:4«1LÑµØ�ÞÊÔÀ9WÞ³6U431�2«1/ÑA2«1LÓ6U7:Ó¿Ú:689"!C23436O9"!81/Óì;Dê81/4TØ�ÞÊ1/7�2«ÞÊ1£231/ÑA2 ß 6UÔªÙªÑ/ÜÝ�ÞÊ1¢Ø�;84#!µÓ�1/Ñ39�43ÔªÚF1LÓ¤ÞÊ1/4«1¡ÑAÞÊ;DØ&ÑÁ2«Þ:1¡Ø�1/6$!n7Ê1/Ñ3ÑÁ; ß 2«Þ:1¡àO1#7Ê1/436U2«1#é�687:Ónéa2«1/ÑA2ÁÐf;�Ó�1#Ù; ß íIï Ï 9�;87FÑR234368Ô�7C23Ñ-6U7:Ó¸ÓÊ1#Ðf;87:ÑA2«4W6D231/Ñ-6�7Ê1#Ø Ðf;�Ó�1/ÙT; ß Ôª7:9#4«1/Ð�1/7C236UÙ�9�;O7:ÑR234368Ô�7C2WÑÔ�ÐfÖÊÙª1#Ðf1#7C231/Ó¤Ôª7¤23ÞÊ1¢9#;87:9#ÒÊ434«1/7O2TÖÊ4«;Oà84W6UÐfÐfÔ�7:à�Ùª687Êà8ÒF6Uà81¢å�5&%�Ü�÷&;82�;O7ÊÙ�ÕµÓ�;n1LÑ�23ÞÊÔªÑÐ�;�Ó�1/ÙJÓÊÔªÑ39WÞ:6U43à81-9�;87FÑR234368Ô�7C23Ñ&Ô�7¶6U7ºÔª7C2«ÒÊÔ�2«Ôªê81/Ù�Õ�9�;O4«431/9�2'Ø�6=ÕìÚÊÒ�2£Ô�2£68ÙªÑ«;ì6UÙªÙª;DØ&Ñ�2«Þ:1Ó�1�231/9i23Ô�;O7�; ß 431/ÓÊÒÊ7:ÓÊ687O2'687:Ó¿Ô�7:9#;87:Ñ«ÔÀÑR231#7C2&9�;87FÑR234368Ô�7C23Ñ/Ü
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ÿ���W)X ��� 	��� ÿ���	��üÊþ�ýP� cd���¨þ�e\fÿ#ü:ý�� S ����ügSIþ[���:�B�¨üPeOý ü:þ�ý:ÿ#ý�	��üÊþ�ýP� Q h SJÿ��ji æ I ÿ���WBX ç æ IKZ W)X çlk ãZ W)X ��� 	��� ÿ���	��üÊþ�ýP� cd��S¯þBfÿ#ü:ý�� ���"ý � ��
� ���������������
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Ø�6OÑAÞIâ^V,×:æ I ��ýP	Iÿ/ý ç J ügS¯ÿ��æ I üÊþ�ýP� ç J�Q h S¯ÿ��ji æ I ÿ���W)X ç æ IKZ W)X çlk ã
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Ý�ÞÊ1ÁØ�1#ÙªÙcé ß ;843Ðf1/Ó�7:1/Ñ3ÑI9�;O7:Ó�Ô�2«Ôª;87:ÑJ9#687�Úr1TÐf;�Ó�1#ÙªÙª1/Ó�Ò:Ñ«Ôª7Êà'1#<nÔÀÑA2«1#7C23Ôª68ÙC9#;87:ÑA2«4W6UÔª7C23Ñ/ÜåT;8ÐfÖÊÙª1�2«1/7Ê1/Ñ3Ñ�ÔÀÑ�Ð�;�Ó�1/Ù�Ùª1/Ó-ÚnÕ,68Ó:Ó�Ô�7:à£687-1#<�ÔªÑA2«1/7O23Ôª68Ù�9�;87FÑR234368Ô�7C2�;87�1/689WÞ�à8;DêO1#437:6UÚ:Ù�1ß ÒÊ7:9i23Ô�;O7�Ô�7�2«Þ:1 ü:þ�ýP� ÑAÖr1/9#ÔcÛr9#6D23Ô�;O7"ÜFåT;8Þ:1#431#7:9#ÕµÔªÑ�Ðf;�Ó�1/Ù�Ùª1/Ó¿ÚnÕì68ÓÊÓÊÔ�7Êàµ6�7Ê1/àO6D23Ô�êO11�<�ÔªÑA2«1/7C2«ÔÀ6UÙ®9�;87FÑR234368Ô�7C2Á;O7¤1/6O9WÞ¤à8;DêO1#437:6UÚÊÙª1 ß ÒÊ7:9�2«Ôª;87¿7Ê;U2�à8Ôªê81#7ìÔ�7µ23ÞÊ1 üÊþ�ýP� ÑAÖr1/9#ÔcÛÊé9#6D23Ô�;O7"ÜUô'Ñ3Ñ«ÒÊÐfÔ�7Êà£23ÞÊ1�1�<�ÔÀÑR231#7:9#1�; ß àO;Dê81/4«7:68ÚÊÙª1 ß ÒÊ7F9i2«Ôª;87 Z W)X¾Ð ×=2«ÞÊ1�Ø�1#ÙªÙcé ß ;843Ðf1/Ó�7:1/Ñ3Ñ1�<Ê6UÐfÖÊÙª1£Ò:ÑA1LÓ�6UÚr;Dê81¡ØT;OÒÊÙªÓ¿Úr1�9�;87FÑR234368Ô�7Ê1LÓ¿6OÑ#âæ I ÿ���W)X-üÊþ�ýP� çEÑ æ IKZ WBX�üÊþ�ýP� ç¹Ñ � æ IYZ W)X¾Ð�üÊþ�ýP� çætô&Ù�2«1/4«7F6D2«Ôªê81/Ù�ÕO×n2«ÞÊ1�ÙÀ68ÑA2'9�;O7:ÑA2«4W6UÔª7O2�9�;OÒÊÙÀÓ¿Úr1�Ø�43Ôc2«2«1#7�68Ñ � æ IKZ WBX¾Ð ç Ü çÒ ÓÄÔIÍOÉÊÅAÄ�Õ Ç®ËÁÄ¢ÍOÉnÎ:È�Å«ÄTÉ�Í×Ö¾Å^ÉPØÙÕDÔIÄ¹Ô"Î:È¯É>Ô�Ú=È�Ä'ÌÈÚLÉ>ÔIÍOÉ
Ý�ÞÊ1£;843Ô�àOÔ�7:68Ù�Ó�1�2W6UÔªÙ�1LÓ¿Ó�1LÑ«9#4«ÔªÖ�23Ô�;O7¿; ß íIï Ï Ñ«1�2WÑ�;8Ò�2&6�à81/7Ê1#4W6D231�é^6U7:Ónéa2«1LÑR2�6UÙªà8;O4«Ô�2«ÞÊÐß ;84�9�;87FÑR234368Ô�7C23Ñ/Ü#Ý�ÞÊ1�9ié^ÑA2«43Ò:9i23ÒÊ4«1T6U7:Ó ß é^ÑA2«43Ò:9i23ÒÊ4«1�6U431�2«;¢ÚF1�9�431/6U2«1/Ó�Ø�Ôc23Þ,9�;O7:ÑR234368Ô�7C2WÑ9�;8ÙªÙª1/9i231/Ó�ÜIø¢7:9#1�2«ÞÊ1LÑA1fÑR234«ÒF9i2«Ò:4«1LÑ¡684«1�à81/7Ê1#4W6D231/Ó�×®9�;O7:ÑA2«4W6UÔª7O2WÑ¢684«1-2«1LÑR231/Ó ß ;84�Ñ36D2«ÔÀÑAéß 689i23Ô�;O7�68Ù�;O7Êà�Ø�Ôc23Þ¿231/ÑA2«Ôª7Êà ß ;84�Ø�1#ÙªÙ�é ß ;O4«Ðf1/ÓÊ7Ê1/Ñ3Ñ#Ü�Ý�ÞÊÔÀÑ�6UÖ:ÖÊ4«;C689WÞ¤ÞF68Ñ�2«Þ:1�êCÔª4«2«ÒÊ1LÑ�; ßÚF1/Ô�7Êàµ1L68Ñ«Õf2«;µ1#<nÖ:Ùª68Ô�7�6U7:Ó�431#ÙÀ6D23Ô�êO1#ÙªÕµ1/68Ñ«Õµ23;�Ö:4«;Oà84W6UÐ�Ü�T1L9#68Ò:ÑA1µ; ß 2«ÞÊ1 ß 6UÐfÔªÙ�Õ¶4«1/Ùª6U2«Ôª;87:Ñ«ÞÊÔªÖ¸ÚF1#2RØT1/1#7»ä�å Ï 6U7FÓ¸íIï Ï ×JÔ�2-ÔÀÑ�431#ÙÀ6D2«Ôªê81/Ù�ÕÑR234368Ô�àOÞO2 ß ;843Ø�6843Ó»2«;Ô�ÐfÖÊÙª1#Ðf1/7O2�íIï Ï Ô�7áä£å Ï Ü�Ý�ÞÊÔÀÑ�ÑAÒ>Û¤9#1/Ñ�68Ñì6�2«1L9WÞÊ7ÊÔd�OÒ:1 ß ;O41�<�ÖF1/4«ÔªÐf1#7C236U2«Ôª;87µ6U7FÓ�ÓÊ1#Ðf;87:ÑA2«4W6D23Ô�;O7�68Ùc23ÞÊ;8Ò:à8Þ"× ß ;O4�ÖÊ4W689i23Ôª9/6UÙ�ÖÊÒ:4«Ör;OÑ«1/Ñ/×80�43;8Ùª;8à¡Þ:6OÑÔ�7ÊÞ:1#431#7C2�Ó�ÔÀÑ368Ó�êD6U7C2W6Uà81LÑ#× ß ;84ÁÔª7:ÑA23687:9�1¢Ô�7¤Ô�23ÑTÙÀ689"!�; ß ÑA2«43Ò:9i23ÒÊ4«1¢ÑAÞ:684«Ôª7Êà�687:ÓµÔª7:6UÚÊÔªÙªÔc2RÕ2«;ºÞ:687:Ó�Ùª1¤Ùª1 ß 2Aé�431/9�Ò:43Ñ«Ô�êO1µ4«Ò:Ù�1LÑ#ÜJ5&1#4318×Jä£å Ï ÔÀÑ�ÒFÑA1LÓ¶2«;ºÐf;�Ó�1#Ù�íIï Ï ã Ñ-9ié^ÑR234«ÒF9i2«Ò:4«1O×Ø�Ôc23Þ�0Á4«;OÙ�;Oà:ã Ñ&231#43Ð ÒÊ7:ÔcÛF9/6D23Ô�;O7·Ò:Ñ«1/Ó�2«;�Ðf;�Ó�1/ÙÁ6D2«2«43Ô�ÚÊÒÊ2«1=ðDêD6UÙªÒÊ1fÒÊ7ÊÔ�ÛF9#6U2«Ôª;87"Ü"í¯ï Ï9�;87FÑR234368Ô�7C23Ñ/×8Ôª7:9#Ù�Ò:ÓÊÔ�7Êà-ØT1/Ù�Ù�é ß ;843Ð�1LÓ�7Ê1LÑ«ÑT9�;87FÓ�Ôc23Ô�;O7:Ñ/×C684«1¡9�;8ÙªÙª1/9i231/Óf23;,Úr1¡Ñ«;8Ùªê81LÓfÔ�7¿6ÖF;CÑR2«éaÖ:6843Ñ«Ôª7Êà�9WÞ:1/9"!®Ü5&1#4318×Ê6fÑ«Ðµ6UÙªÙ"6UÚ:ÑA2«4W689�2�àO4368ÐfÐf684�687:Ó�Ù�1#<�Ôª9#;87�ÔªÑ�Ò:Ñ«1/Ó�6OÑ�6U7�Ô�ÙªÙ�ÒFÑR23436U2«Ôª;87"â7C23ô ù 7C2"��7C2iåú7O2"�¾ù�2W6¡2«Ú 7C2iå¾ù 236£7C2"�236 ù 6 2«Ú ù Ú 239 ù 9Ý�ÞÊ1£Û:4WÑR2�à84W6UÐfÐµ6U4�43ÒÊÙª1£9/6U7�ÚF1�ÔªÐfÖÊÙª1#Ðf1#7C2«1LÓ�Ô�7�ä�å Ï 6OÑ#âÜ{Ý{Þàß¨Ü>Ý[Þàßlá{â[ãDäOá{â>å)æ�äç)è ß ç Þjßlé{Þ�æ�ä ç ãDßlé[ã�æ�ä ç å<ß¨é>å�æ�ä ç�ê ß¨é ê æ�ä ç{ë ß¨é ë æ�ä ç{ì ß¨é ì æ�ä ç\í ßlé í æ\æ�äå>î$Ü è ÝPïjä§å>î^Ü è Ý�æñð{ð[òÜ>Ý[ãDß¨á{â[ã-äYé[ÞDä¦å{î$Ü è ÝPï<äKå>î$Ü è Ý ê æ�äÜ>Ý>åjß¨á{â>åàäç)è ß ç Þàßlé{ÞBæ�ä ç ãDß¨é[ã�æ�ä ç å<ßlé{å)æ�ä ç�ê ß¨é ê æ�ä ç>ë ß¨é ë æ�ä ç[ì ß¨é ì æ�ä ç$í ß¨é í æ[æ�äå>î$Ü è Ý ê ä§å>î^Ü è Ý�æ7ó6U7:Ó�6fÙ�1#<�Ôª9/6UÙ�1#7C234«Õì6OÑ#âÝ>ô<ßlÝPô<ß#ô)æ�äç)è ß ç ÞàßvõPæ�ä ç ãDß"õ�æ�ä ç åjß"õ�æ�ä ç�ê ß ê æ�ä ç{ë ß ë æ�ä ç{ì ßvõ>æ�ä ç\í ß"õ�æ{æ�äÇå>î$Ü è Ýàä§å>î$Ü è ÝBæð{ð{ò÷ö
ô[øDó ^7�6µ9#Ùª6OÑ«Ñ«Ôª9¢à81/7Ê1#4W6D231�é^6U7:Ó�é¬231/ÑA2�68ÖÊÖÊ43;O689WÞI×n9#;87:ÑA2«4W6UÔª7C23Ñ�Þ:6=êO1¢23;fÚF1�9#;8ÙªÙ�1L9i2«1LÓ�× ß ;O4Ô�7:ÑA23687:9�1�Ôª7�6µÓ�Ô]ùr1/4«1/7:9�1�ÙªÔªÑA2,æ�Ôª7�2«Þ:ÔªÑ�1#<Ê6UÐfÖÊÙª18×ÊÔª7�2«ÞÊ1�êD6U43ÔÀ6UÚÊÙª1/Ñ å>î$Ü è ÝPïjä§å>î$Ü è Ý ê äå{î$Ü è Ý ç 687:Ó-2«ÞÊ1/7f9WÞ:1/9"!81LÓ,Ôª7µ6¡ÖF;CÑR2«éaÖ:6843Ñ«Ôª7Êà¡2«1/ÑA2/ÜOÝ�ÞÊ1 ß ;8ÙªÙ�;DØ�Ôª7Êàµæ�Ò:7Ê4«1L6UÙªÔªÑA2«ÔÀ9 ç ä�å Ï9�ÙÀ6UÒ:Ñ«1�ÑAÞÊ;DØ&Ñ�ÞÊ;DØ´2«ÞÊ1�êD684«Ôª;8Ò:Ñ�9#;87:ÑA2«4W6UÔª7C23Ñ�9�;OÒÊÙÀÓìÚr1�9�;�Ó�1LÓ�â
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Ý>ô<ßlÝPô<ß#ô)æ�äç)è ß ç ÞàßvõPæ�ä ç ãDß"õ�æ�ä ç åjß"õ�æ�ä ç�ê ßlé ê æ�ä ç>ë ßlé ë æ�ä ç>ì ßlé ì æ�ä ç[í ß
é í æ[æ�äå>î^Ü è ÝDäúö�ûPî è õPü$î^Ü è Ýàßlé ê ä ê æ�äKÜ�ý\þ�õPü^î$Ü è Ýàß¨é ë ä ê æ�ä§û�î è õ[ý$ÿ�� è Ýàß¨é ì æ�äÜ�ý\þ�õ[ý$ÿ�� è Ýàß¨é í æ���å{î$Ü è Ý{ø)æ ð{ð{ò÷ö
ô[øDó
æ¬ënÒ:9WÞ�9�;O7:ÑA2«4W6UÔª7O2WÑf9�;8Ò:ÙªÓ¾6UÙÀÑA;¶Úr1�6U2A2W689WÞÊ1LÓ�23;¶àO4368ÐfÐf684-43ÒÊÙª1/Ñ/Ü ç G¶1#ÙªÙcé ß ;843Ðf1/Ó�7:1/Ñ3Ñ9�;87FÓ�Ôc23Ô�;O7:Ñ�9#687¿Úr1�ÔªÐ�Ö:Ù�1/Ð�1/7C2«1/Ó�6OÑ�;8Ò�23Ù�Ôª7Ê1LÓ¿68ÚF;DêO18âÝ>ô<ßlÝPô<ß���æ�äç)è ß ç Þàß ç�è ß ç Þàß"õ�æ�ä ç ãDß"õ�æ�ä ç å7ßvõPæ�ä ç�ê ß#õ�æ�ä ç{ë ßlé\Þ ë æ�ä ç{ì ßvõ>æ�ä ç\í ß"õ�æ\æ�äç ãDß ç)è ß ç Þjßvõ�æ�ä ç ãDß"õ�æ�ä ç å7ßvõPæ�ä ç�ê ß#õ�æ�ä ç{ë ßlé$ã ë æ�ä ç{ì ßvõ>æ�ä ç\í ß"õ�æ\æ�äç åjß ç)è ß ç Þjßvõ�æ�ä ç ãDß"õ�æ�ä ç å7ßvõPæ�ä ç�ê ß#õ�æ�ä ç{ë ßlé$ã ë æ�ä ç{ì ßvõ>æ�ä ç\í ß"õ�æ\æ�äç�ê ß"õ�æ�ä ç>ë ß ë æ�ä ç{ì ß"õ�æ�ä ç[í ßvõPæ{æ�äå>î^Ü è ÝDäúö�ûPî è õ[ý\ÿ�� è Ýàßlé[Þ ë æ�äTû�î è õ[ý\ÿ�� è Ýàßlé[ã ë æ�äTÜ�ý\þ�õ[ý$ÿ�� è Ýàß¨é>å ë æ��*å>î^Ü è Ý>øBæð{ð{ò÷ö��PøDó ^7f2«ÞÊ1&Ör;OÑA2Aé�Ö:6843Ñ«1�9WÞÊ1/9"!®×81L689WÞfÐf1#Ð-ÚF1/4Á; ß 2«Þ:1¢9�;O7:ÑA2«4W6UÔª7O2�ÙªÔªÑA2TÞF68Ñ�23;�ÚF1¢9WÞÊ1/9"!O1/Ó2«;ì1/7:Ñ«ÒÊ4«1-Ôc2£ÔÀÑ¢Ñ36D23ÔªÑAÛ:1/Ó"×FØ�Ô�2«Þ¶9�;�Ó�1�ÖÊ4«;DênÔÀÓ�1/Ó ß ;O4'231/ÑA2«Ôª7Êàì1L689WÞ¦!nÔª7:Óº; ß 9�;O7:ÑR234368Ô�7C2L×1#à:âÝ>ý è Ý�õPü^î$Ü è Ý	�>ô
�?Ü>Ýàß�û�î è õ[ý$ÿ�� è Ýàß��Pô���æ[æ�¨ðÜ�î$Ü��>ô��àß��Pô���æ7ó
Ý�ÞÊ1�à81#7:1#4W6D2«1#é�687:Ónéa2«1LÑR2�2«1L9WÞÊ7ÊÔd�OÒ:1ºÓ�;n1/Ñ«7"ã 2ìÑ«1#1/Ð Ôª7O23ÒÊÔ�2«Ôªê81#ÙªÕ9#;8434«1L9i2µ6U7:Ó¾Ô�2¤ÔªÑ1/68Ñ«Õ¿2«;ìÑ«1#1�23Þ:6D2£ÑA;OÐf1,9�;O7:ÑR234368Ô�7C2'ênÔª;8ÙÀ6D23Ô�;O7:Ñ�2«ÞF6D2¡9#;8ÒÊÙÀÓ�Úr1-Ó�1#2«1/9�2«1LÓº1/684«ÙªÕ¿684«1O×:Ôª7ß 689i2L×¯Ó�1#2«1L9i2«1LÓ¶Ùª6U2«18Ü� �2,ÔªÑ�ÖF;CÑ«Ñ«Ô�Ú:Ù�1f23;�à81�2,687�Ô�ÐfÖÊ43;Dê81/Ð�1/7C2£Ôª7¸Ör1#4 ß ;843Ðf687:9�1O×�Ðf;OÑA2;8ÚnênÔ�;OÒ:ÑAÙªÕ¸ÚnÕ9WÞÊ1L9"!nÔ�7Êà ß ;84¿9�;87FÑR234368Ô�7C2fêCÔª;8ÙÀ6D23Ô�;O7:Ñ�æt687:Ó�Ñ«6U2«ÔÀÑ ß 6O9i23Ô�;O7:Ñ ç 6U2µ2«ÞÊ1�1/7:Ó; ß 2«Þ:1�ÖÊ43;�9�1/Ñ3Ñ«Ô�7Êà»; ß 1/6O9WÞî7Ê;87Êé¬231#43Ð�Ôª7:68Ù'43ÒÊÙ�1·;84L×ÁÔª7:Ó�1/1/Ó�×�6 ß 231#4¿ÖÊ4«;�9#1/Ñ3ÑAÔª7Êà�1L689WÞÑAÕn7C236O9i2«ÔÀ9f9#6U2«1#àO;843Õ8Ü�GîÞÊÔªÙ�1f23ÞÊ1¤Ñ«1/6U4W9WÞ·2«431#1fØT;OÒÊÙÀÓ�Úr1¤ÖÊ43ÒÊ7Ê1LÓ�×®2«ÞÊ1/4«1µØ�;8Ò:ÙªÓ·ÚF1¤687Ô�7:9#4«1L68Ñ«1/Ó¡9�;CÑR2"Ôª7�9�;OÐ�Ö:Ò�236U2«Ôª;87¡2«ÔªÐf18ÜLë�Ò:9WÞ�Ðf;nÓÊÔcÛF9/6D23Ô�;O7:Ñ"Ó�;O7"ã 2J9WÞ:6U7ÊàO1J2«ÞÊ1�1LÑ«Ñ«1#7C23Ôª68Ùà81#7:1#4W6D2«1#é�687:Ónéa2«1LÑR2�Ô�7:1¾Û¤9�Ôª1#7:9#Ô�1LÑ�; ß 2«ÞÊ1�Ö:4«;OÚÊÙ�1/Ð�Ü ^7O23ÒÊÔ�2«Ôªê81#ÙªÕ8×�23ÞÊ1�à81#7:1#4W6D2«1#é�687:Ónéa2«1LÑR2¤231/9WÞÊ7:ÔH�CÒÊ1�ÑA1/1#ÐµÑ�Ø�4«;O7Êà:Ü�ënÒÊÖ:ÖF;CÑA1¸6¾9�;87ÊéÑR234368Ô�7C2,ÔÀÑ,ÒFÑA1LÓ�×¯6OÑ,Ñ«ÞÊ;DØ�7�6UÚr;Dê81O×"2«;�Ô�ÐfÖr;OÑ«1¿Ñ«ÒÊÚ�òR1/9�2iðDê81#43Ú¸6UàO4«1/1#Ðf1#7C2/ÜJÝ�ÞÊ1#7I× ß ;O42«ÞÊ1�Ñ«1#7C2«1/7:9�1Oâ¥"xYq"x^w�xpwl|��Dxgtl�P|"£��¾¡Yu���|�q"�{y��]£^wl|¾s2«ÞÊ1�6Uà8431#1/Ðf1#7C2-9�;O7:ÑA2«4W6UÔª7O2�Ø�;8Ò:ÙªÓ¸7:;U2,Úr1¿68ÖÊÖÊÙªÔ�1LÓ�6U7:Ó¸2«ÞÊ1¿ÒÊ7Êà84W6UÐfÐµ6D23Ôª9/6UÙªÔc2RÕ¶Ó�1�é2«1/9�2«1LÓµÒÊ7C2«ÔªÙr2«ÞÊ1¢1#7:Óµ; ß 2«ÞÊ1£Ñ«1#7C2«1/7:9�1OÜO5&;DØ�1#êO1#4L×86�7F6D2«Ôªê81¢ÑAÖr1/6$!81#4TØT;OÒÊÙÀÓµÓ�1�231/9i2�2«Þ:11#434«;O4�6OÑ�1/684«ÙªÕ¤68Ñ/â¥"xYq"x^w�xpwl|í";n;$!nÔª7Êà,6D2�2«Þ:1¡Ö:4«;OÚÊÙ�1/Ð ß 4«;OÐ 6�ÖÊ43;8àO4368Ð�ÐfÔª7Êà�Ör1#4WÑAÖr1/9�2«Ôªê81O×CÔ�2�ÚF1L9�;8Ðf1LÑ�6,Ðµ6D2Aé2«1#4£; ß Ø�ÞÊ1#7�2«ÞÊ1fÑ36D2«ÔÀÑ ß 689i23Ô�;O7º;84¡ênÔ�;OÙª6U2«Ôª;87º; ß 6ì9#;87:ÑA2«4W6UÔª7C2¢ÔÀÑ¢ÓÊ1�2«1L9i231/Ó�Ü�æ¬Ý�ÞÊ1-1L6U43Ù�ÕÓ�1�231/9i23Ô�;O7�; ß êCÔª;8ÙÀ6D23Ô�;O7:Ñ�ÔÀÑ-Ö:6U4«2«ÔÀ9�ÒÊÙÀ6U43ÙªÕ�ÔªÐ�Ör;84«23687C2�68Ñ-Ô�2-234«Ôªà8àO1#4WÑ�Ú:689"!C23436O9"!CÔª7Êàº6OÑÑA;n;87�68Ñ�Ör;OÑ3Ñ«Ô�ÚÊÙª1¡é�Ô�7�1�ùr1L9i2&ÖÊ43ÒÊ7ÊÔª7Êàf2«Þ:1�ÑA1L6U4W9WÞ¤2«431#1�6OÑ�1/6U43ÙªÕ¤68Ñ�Ör;OÑ3ÑAÔªÚÊÙª18Ü ç
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�_�`D>Ý>ý<äa�Pô�H]DPý)æ R Q ò þ	�Pî�D[ÜNEjßlÞ{Ý[Ý	���_�	D{ÝPý�æ�äþ	�Pî�D[ÜNEjß��Pô	H]D�ý)æ�äÇÞ{Ý{Ý`���_�	D>Ý>ý Q	Q �Pô�H]DPýF�©Ý	�`DPýDóûPî è õPü$î^Ü è Ý�õ]\Pý{ô�^àßlÞ\Ý{Ý	�
�_�`D>Ý>ý<äa�Pô�H]DPý)æ R Q ò þ	�Pî�D[ÜNEjßlÞ{Ý[Ý	���_�	D{ÝPý�æ�äþ	�Pî�D[ÜNEjß��Pô	H]D�ý)æ�äÇÞ{Ý{Ý`���_�	D>Ý>ýcb Q	Q �Pô�HWD�ýd� ç ô���Hàó
Ý�ÞÊ1¤7Ê1/àO6D23Ô�êO1ì9�;O7:ÑA2«4W6UÔª7ÊÔ�7:à�1��CÒ:6D23Ô�;O7:Ñ,684«1¿ÑAÔªÐfÔ�ÙÀ6U43Ù�Õ�9�;�Ó�1LÓ�Ü�ëC2«43Ôª9�2-êO1#4WÑAÔª;87:Ñ�; ß2«ÞÊ1LÑA1ì9#;87:ÑA2«4W6UÔª7ÊÔª7Êà�1��CÒ:6U2«Ôª;87:Ñ�684«1µ9#;nÓÊ1/Ó¸68Ñ,6�9�;8Ð-ÚÊÔª7:6D23Ô�;O7¶; ß ØT1L6^!�9#;87:ÑA2«4W6UÔª7ÊÔª7Êà1��CÒ:6D23Ô�;O7:Ñ�6U7FÓì1#<nÔÀÑA2«1#7C23Ôª68Ù"9�;87FÑR234368Ô�7C23Ñ/âûPî è õPü$î^Ü è Ý�õ è Ý	���[üpÝ<ßlÞ{Ý\Ý	���_�`D{ÝPý7äe�>ô�H]D�ý)æflðû�î è õ>ü$î$Ü è ÝPõ]\�ý{ô�^jßlÞ[Ý{Ý`���_��D>Ý>ýjäa�Pô	H]D�ý)æ�äû�î è õ\ý\ÿ�� è ÝjßlÞ{Ý{Ý	���_�`D>Ý>ý�æ�äû�î è õ\ý\ÿ�� è Ýjß��Pô�H]DPý)æ4ó
õ�<�ÔªÑA2«1/7C2«ÔÀ6UÙ�9�;O7:ÑR234368Ô�7C2WÑ�684«1�9#;nÓÊ1/Ó�ê81/4«Õ¤Ñ«Ô�ÐfÖÊÙªÕ®âûPî è õ[ý\ÿ�� è ÝàßlÞ[Ý{Ý	���_��D>ÝPýPæ R Q òUþ`�Pî�D{ÜNE<ßlÞ{Ý{Ý	���_�	D>Ý{ý)æg�OÝ	��D�ýDóÜPý\þ�õ[ý\ÿ�� è ÝàßlÞ[Ý{Ý	���_��D>ÝPýPæ R Q òUþ`�Pî�D{ÜNE<ßlÞ{Ý{Ý	���_�	D>Ý{ý)æg� ç ô���Hàó
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<�(�m h§8An?;$57n�n?8A@B2�i�n�0P=�8An?��0P;^=?8A@B2U0P273Cj�8A@B�A0>=?8A@B2 @B�¹;\@)27n�=�op0P8A2�=?n
Ý�ÞÊ1�9�;O7:9�Ò:4«431#7C2µ7:6D23ÒÊ431�; ß å�5�% 68Ù�Ùª;DØ&Ñµ9�;O7:ÑR234368Ô�7C2WÑf2«;¸Úr1�68Ó:Ó�1/Ó�Ôª7:9�431#Ðf1/7O2W6UÙªÙ�ÕÓ�ÒÊ43Ô�7Êà�Ñ«1/68439WÞ"×®ÒÊ7:Ù�ÔH!81�2«Þ:1¤9�;87FÑR234368Ô�7�é^6U7FÓnéaàO1#7Ê1/436U2«1,68ÖÊÖÊ43;O6O9WÞº; ß å�íI0¢ætï�ä ç Ü� ^7:9#4«1#éÐ�1/7C236UÙr9�;O7:ÑR234368Ô�7:Ô�7Êà�1#<Ê689i23Ù�Õ-Ðµ6D239WÞ:1/Ñ�23ÞÊ18K«Ô�7C23ÒÊÔc23Ô�êO1kM£ênÔª1#Ø�; ß íIï Ï 9�;87FÑR234368Ô�7C23ÑÁÑA1#2;8Ò�2£6UÚr;Dê818Ürô©9#;8ÐfÖÊÒ�2W6D23Ô�;O7�Ô�7¸å�5�%ÔÀÑ¡7Ê;U2£ÑA;¤Ð-Ò:9WÞ�6¤2«431#1-Ñ«1/68439WÞ�ÚÊÒÊ2£6¿ÑA1/4«Ôª1/Ñ'; ß2«4W6U7:Ñ«Ôc23Ô�;O7:Ñ�Úr1�2RØ�1#1#7ºÑA236U2«1LÑ#Ü:Ý�Þ:1�ÖF;CÑR23Ô�7Êàµ; ß 6µ9�;87FÑR234368Ô�7C2�Ðf;Dê81/Ñ�23ÞÊ1�ÖÊ43;8àO4368Ð Ô�7C23;6�7Ê1/Ø´ÑR2W6D231¢6U7FÓµ2«Þ:1¡Ñ36D23ÔªÑ ß 689�2«Ôª;87¤;O4TênÔª;8ÙÀ6D2«Ôª;87µ; ß 6,9#;87:ÑA2«4W6UÔª7C2ÁÔÀÑTÕO1�2�6U7Ê;82«ÞÊ1/4�ÑA236U2«18ÜÝ�ÞÊ1/Ñ«1�9�;87FÑR234368Ô�7C23Ñ�9/6U7�ÚF1�6OÓÊÓ�1/Ó¿23;f6fä�å Ï 68Ñ�1#Ð-ÚF1LÓÊÓ�1LÓ�Ñ«ÒÊÚÊàO;O68ÙªÑ/âÝ>ô<ßlÝPô<ß#ô)æ�äç)è ß ç ÞàßvõPæ�ä ç ãDß"õ�æ�ä ç åjß"õ�æ�ä ç�ê ßvõPæ�ä ç{ë ß
é ë æ�ä ç{ì ß#õ�æ�ä ç\í ßvõ�æ\æ{æ×ð{ð{ò÷ö
ô[øjä

l ûPî è õPü$î^Ü è Ý�õ]\Pý{ô�^àßlé ë ä ë æCmàó ^7f2«ÞÊÔÀÑ�ÔªÐfÖÊÙ�1/Ðf1#7C236U2«Ôª;87"×CíIï Ï ã ÑÁ9#;87:ÑA2«4W6UÔª7ÊÔª7Êà£1��CÒ:6U2«Ôª;87:Ñ�684«1&ÓÊÔªÑ39WÞ:6U43à81LÓ-6OÑÁÑ«;n;8768Ñ�23ÞÊ1#Ôª4�ê=684«ÔÀ6UÚ:Ù�1LÑ�6U431&Ôª7:ÑR2W6U7C2«ÔÀ6D231/Ó�ætØ�Ôc23ÞÊ;8Ò�2T2«ÞÊ1¢ÖÊ43;8à84W6UÐfÐf1#4ÁÞ:6=ênÔ�7Êà£23;,Ö:6OÑ«Ñ�Ð�1LÑRéÑ«68à81/Ñ£;O4�ÑA1#2onF6UàCÑ ç Ü� ß 2«ÞÊ1¤684«àOÒÊÐf1#7C23Ñ�684«1f7Ê;82�Ô�7:ÑA23687C2«ÔÀ6D2«1LÓ�×�23ÞÊ1#7�23ÞÊ1¤9�;O7:ÑR234368Ô�7C2WÑ4«1/Ðf68Ô�7:1/Ó�Ôª7�2«ÞÊ1�ÑR23;8431,6D2&23ÞÊ1,1/7:Ó�; ß Ö:4«;�9�1LÑ«Ñ«Ôª7Êà:×ÊØ�Ô�2«Þ:;8Ò�2£6pù®1/9i23Ô�7:àµ2«ÞÊ1�ÑAÒF9#9�1LÑ«Ñ&; ß2«ÞÊ1�Ö:6843Ñ«18Ü�ô'ÑfÞ:6OÑ�ÚF1/1#7Ñ«1#1/7¾68ÚF;DêO18×¯2«ÞÊ1�ÑA2«43Ôª9�2�Ôª7C2«1/4«ÖÊ431�2W6D23Ô�;O7�; ß 2«ÞÊ1�9�;O7:ÑR234368Ô�7ÊéÔ�7Êà�1?�OÒF6D2«Ôª;87FÑ¢ÔÀÑ£ÖÊ43;DênÔªÓ�1LÓºÚnÕ�Ñ«Ô�ÐfÖÊÙªÕ�6OÓÊÓ�Ôª7Êà¿1#<�ÔªÑA2«1/7O23Ôª68Ù�9�;O7:ÑR234368Ô�7C2WÑ'23;�2«ÞÊ1fØ�1/6^!9�;87FÑR234368Ô�7ÊÔª7Êà�1��CÒ:6U2«Ôª;87:Ñ/ÜÝ�ÞÊ1¤ênÔ�;OÙª6U2«Ôª;87�; ß 7:1#àO6U2«Ôªê81µ1#<nÔÀÑA2«1#7C23Ôª68ÙT9�;O7:ÑA2«4W6UÔª7O2WÑ�ÔÀÑ,Ó�1#2«1/9�2«1LÓ�68Ñ�Ñ«;n;87�6OÑ�2«Þ:19�;87FÑR234368Ô�7C2/ã ÑJêD6U43Ôª68ÚÊÙ�1�ÔÀÑ�Ô�7:ÑA23687C2«ÔÀ6D2«1LÓ�ÜU0�;OÑ«Ô�2«Ôªê81Á1#<�ÔªÑA2«1/7O23Ôª68ÙÊ9�;O7:ÑR234368Ô�7C2WÑIÖÊ431/Ñ«1#7C2�Ðf;8431; ß 6�9WÞ:68Ù�Ùª1#7:à818Ü$ ß 2«ÞÊ1/Õf684«1¢Ñ«6U2«ÔÀÑRÛ:1LÓ�æ�Ôª1&23ÞÊ1#Ôª4ÁêD6U43ÔÀ6UÚÊÙª1&ÔÀÑÁÔª7:ÑA236U7C23Ôª6U2«1/Ó ç Ó�ÒÊ43Ô�7:à�Ö:6U4WÑAéÔ�7ÊàF×r2«ÞÊ1/Õ�6U431-ÔªÐfÐf1/Ó�ÔÀ6D231#ÙªÕ�4«1/Ð�;DêO1/Ó ß 43;8Ð 23ÞÊ1µ9�;O7:ÑR234368Ô�7C2�ÑR23;84318Ü®5&;DØ�1#êO1#4L×FÔ ß 23ÞÊ1#Õ6U431T7Ê;82�Ñ«6U2«ÔÀÑRÛ:1LÓ�23ÞÊ1#7-2«Þ:1#Õ,684«1O×L7:1/9�1LÑ«Ñ36U43ÔªÙ�ÕO×LênÔª;8ÙÀ6D231/Ó�Ú:Ò�2�2«ÞÊÔÀÑ�9#687-;O7ÊÙªÕ�ÚF1&Ó�1#2«1L9i2«1LÓÚCÕ¿6fÖF;CÑR2«éaÖ:6843Ñ«Ôª7Êà-9WÞÊ1L9"!	p8âü^î$Ü è Ý	�>ô
�?Ü>Ý�õ>ürq�ý�üW^flðç �?ÜNE{ô�H	H{õPü^î$Ü è Ý	�>ô
��Ü>Ý è ß¨û>î è õ[ý$ÿ�� è ÝàßvõPæ�äts
� è Ý�õ[î ç õ A î è õ�u{ÿ�� è Ý è æ�äþ	�Pî�D[ÜNEjß4s�� è Ý�õ[î ç õ A î è õ]u{ÿ
� è Ý è æ4ó ß 9#;8ÐfÖ:6U431/ÓìØ�Ôc23Þ�2«ÞÊ1�Ðf;�Ó�1/Ù"; ß íIï Ï 9#;87:ÑA2«4W6UÔª7C2�ÖÊ43;�9�1LÑ«Ñ«Ô�7:àfÑ«1�2�;OÒ�2&Ô�7�23ÞÊ1�;8ÚÊéòR1/9i23Ô�;O7:Ñ¡2«;�àO1#7Ê1/436U2«1�é^6U7FÓné¬231/ÑA2/×rÔc2�9/6U7¶ÚF1µÑ«1#1#7·2«ÞF6D2£2«ÞÊ1¿å�5&% êO1#4WÑAÔª;87·ÑAÒ:9/9�1/1/ÓÊÑ£Ôª7Ô�ÐfÖÊÙª1#Ðf1#7C23Ô�7Êà�23ÞÊ1�Ó�1�231/9i23Ô�;O7¿; ß 9�;O7:ÑA2«4W6UÔª7O2�Ñ36D2«ÔÀÑ ß 689i23Ô�;O7ì;O4TênÔª;8ÙÀ6D2«Ôª;87�6D2�1�<Ê6O9i2«ÙªÕf2«Þ:19�;843431/9i2�ÑR2W6D2«1LÑ,Ôª7�23ÞÊ1�Ö:6U4WÑA1¿ÖÊ43;n9#1/Ñ3Ñ#ÜJô'Ñ�Ø�ÔªÙ�Ù�Úr1�Ñ«ÞÊ;DØ�7¸Úr1#Ùª;DØ�×¯23ÞÊ1�Ò:ÑA1¿; ß Ôª7:9#4«1#éÐ�1/7C236UÙ"9#;87:ÑA2«4W6UÔª7C23ÑTÖÊ43;8à84W6UÐfÐf1/Ó¤Ô�7ºå�5�% 6UÙªÙª;DØ&Ñ ß ;O4T23ÞÊ1�Ó�1#2«1/9�2«Ôª;87�; ß Ôª7:9#;87:Ñ«ÔªÑA2«1/7C29�;8Ð-ÚÊÔª7:6D23Ô�;O7:Ñ�; ß 9�;87FÑR234368Ô�7C23Ñ/Ü
<�(d� �&� =��{27n�8*@)27n�=?@ =kv7� �>=@? ��@�34�{�
Ý�ÞÊ1�Ör;DØT1/4'; ß å�5&%¼6UÙªÙ�;DØ&Ñ�2«ÞÊ1�ÑAÖr1/9#ÔcÛF9/6D23Ô�;O7�; ß ;U23ÞÊ1#4¢4«ÒÊÙª1/Ñ�2«Þ:6U2¢1#Ô�2«Þ:1#4'Ö:4«ÒÊ7:1�2«Þ:1à8Ùª;8Ú:68Ù"9�;87FÑR234368Ô�7C2'ÑA2«;8431£;84'ÓÊ1�2«1L9i2'Ôª7:9#;87:Ñ«ÔªÑA2«1/7:9�Ôª1/Ñ/ÜFënÔªÐfÖ:6UàC6D23Ô�;O7¿43ÒÊÙª1/Ñ&9/6U7�ÚF1,Ò:ÑA1LÓ2«;µ431#Ðf;Dê81¡Ó�ÒÊÖÊÙªÔª9/6D231�9�;87FÑR234368Ô�7C23Ñ/×�68Ñ ß ;O4�2«ÞÊ1�Ör;OÑ«Ôc23Ô�êO1�1�<�ÔÀÑR231#7C2«ÔÀ6UÙ"9#;87:ÑA2«4W6UÔª7C2/â
w ¯ ]®PR@OQ�]�P^SRVX?3PI\=Q3SR]^VXBLYO]IB#GnPR@CQJ?WBLYO]�P^SAe/VXYCVXYCd�Q"°UNCe#PRVXBLYO]"e#SRQ�M8SRBLd/SAe#K�K�Qim&NC]^VXYCd�Q«�OVX]�PRQWYDPRVce/E?WBLYO]�P^SAe/VXYDPR]WZCPR@OQ3`-e/EX]^B£SRQWE_`,BLY�PR@OVc]�M�B/]�P^§¬M8SRBD?WQW]^]^VXYCd�?A@CQ3?«°�¦
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ûPî è õ[ý\ÿ�� è ÝàßlÞ[Ý{Ý	���_��D>ÝPýPæxb û�î è õ\ý\ÿ�� è ÝjßlÞ{Ý{Ý	���k�	D[ÝPý)æ R Q ò Ý	�`DPýDóØ�ÞÊ1#431�2«Þ:1&à8Ò:6843ÓÊÙ�1LÑ«Ñ�43ÒÊÙª1�Ø�Ô�ÙªÙ®Ó�1#Ùª1�231�2«ÞÊ1¡ÑA1L9�;O7:Ó ûPî è ý\ÿ�� è ÝàßlÞ{Ý[Ý	���_�	D{ÝPý)æ ß 43;8Ð©2«Þ:1ÑR23;84318Ü
y�;8431�Ñ«Ôªà87ÊÔ�ÛF9#687C2«ÙªÕ8×UÑ«;8Ðf1�Ô�7:9#;87:Ñ«ÔÀÑR231#7:9#Ô�1LÑ�9#6U7�Úr1&Ó�1�231/9i231/Ó�ÜOÝ�ÞÊ1�;8ÚnênÔ�;OÒ:Ñ�9�;O7O23436UéÓ�Ôª9�2«Ôª;87:Ñ�684«1¡Ø�ÞÊ1#7�6,Ör;OÑ«Ô�2«Ôªê81£9�;87FÑR234368Ô�7C2�;n9/9�ÒÊ4WÑTÔ�7¿2«ÞÊ1�ÑA2«;O4«1¢Ø�Ôc23Þ�6�9�;O4«431/Ñ«ÖF;O7:Ó�Ôª7Êà7Ê1#àC6D2«Ôªê81�9#;87:ÑA2«4W6UÔª7C2/âûPî è õPü$î^Ü è Ý�õ]\Pý{ô�^àßlÞ\Ý{Ý	�
�_�`D>Ý>ý<äa�Pô�H]DPý)æ�äYÜ�ý\þPõPü$î$Ü è Ý�õ]\�ý{ô�^àßlÞ[Ý[Ý	���_��D>Ý>ý<äe�>ô�H]D�ý)æ
R Q ò ç ô
�]HàóûPî è õ[ý\ÿ�� è ÝàßlÞ[Ý{Ý	���_��D>ÝPýPæ�äTÜ�ý\þ�õ[ý$ÿ�� è Ýàß¨Þ{Ý{Ý	���k�`D>Ý{ý)æ R Q ò ç ô
��Hàóí"1/Ñ3Ñ£;8ÚnênÔª;8Ò:Ñ£ÔÀÑ£2«Þ:1µÔ�7:9#;87:Ñ«ÔÀÑR231#7:9#Õ�; ß 6�7Ê1/àO6D23Ô�êO1f1�<�ÔªÑA2«1/7C2«ÔÀ6UÙ�9�;O7:ÑA2«4W6UÔª7O2�;O7�6876U43à8ÒÊÐf1#7C2�; ß 6,Ör;OÑ«Ôc23Ô�êO1�9�;87FÑR234368Ô�7ÊÔª7Êà-1��CÒ:6D23Ô�;O7¿Ø�Þ:Ôª9WÞ"×�Ø�Þ:Ô�Ùª1£7Ê;U2�1�<Ê6O9i2«ÙªÕ¤6f9�;O7O23436UéÓ�Ôª9�2«Ôª;87"×FÑA1/1#ÐµÑ�Ô�7F9�;87FÑAÔÀÑR231#7C2/âûPî è õPü$î^Ü è Ý�õ]\Pý{ô�^àßlÞ\Ý{Ý	�
�_�`D>Ý>ý<äa�Pô�H]DPý)æ�äYÜ�ý\þPõ[ý\ÿ�� è ÝàßlÞ{Ý{Ý`���_�`D{ÝPý�æ
R Q ò ç ô
�]HàóûPî è õPü$î^Ü è Ý�õ]\Pý{ô�^àßlÞ\Ý{Ý	�
�_�`D>Ý>ý<äa�Pô�H]DPý)æ�äYÜ�ý\þPõ[ý\ÿ�� è Ýàß��Pô�HWD�ý)æ
R Q ò ç ô
�]HàóÝ�ÞÊÔªÑ¢ÔÀÑ¢687º1�<n2«1/7:Ñ«Ô�;O7�2«;¿2«ÞÊ1-ÖÊ43;n9#1/Ñ3ÑAÔª7Êà¤; ß íIï Ï 9�;O7:ÑR234368Ô�7C2WÑ&7Ê;82¢1�<�ÖÊÙªÔÀ9�Ô�2«ÙªÕºÑA1#2;8Ò�2&Ôª7ì23ÞÊ1�Ó�1#236UÔªÙª1/Ó�Ó�1/Ñ39�43ÔªÖ�2«Ôª;87�; ß íIï Ï Ü

z {�Å
ÕÁÄ¢Å^Æ¡Ç®È�Ä¢Ç�Ô È�Ä'Ì Ç®ËÁÄ'Ç*��)'ÍnÅRËÁÄ¢Í
Ý�ÞÊ1�ÑAÔªà87ÊÔ�ÛF9/6U7:9#1¿; ß 2«Þ:ÔªÑfØ�;84#!�ÔªÑ�23Þ:6D2µÔ�2fÖ:4«;DênÔÀÓ�1/Ñf6U7Ô�ÐfÖÊÙª1#Ðf1/7O2W6D23Ô�;O7; ß íIï Ï ã Ñ9�;87FÑR234368Ô�7C2�ÑAÕ�ÑA2«1/Ð 23Þ:6D2L×84W6D2«Þ:1#4�2«ÞF6U7 ß ;8ÙªÙª;DØ�Ô�7Êà¡23ÞÊ1'ÑA236U7FÓÊ6U4WÓ�à81#7:1#4W6D2«1#é�687:Ónéa2«1LÑR2�Ó�1�éÑ«9#4«ÔªÖ�2«Ôª;87I×8Ò:Ñ«1/Ñ�9�;O7:9�ÒÊ43431#7C2Á9�;O7:ÑR234368Ô�7C2ÁÖ:4«;Oà84W6UÐfÐfÔ�7Êà¡23;,ÔªÐ�Ö:Ù�1/Ð�1/7C2�6U7ìÔ�7:9#4«1/Ðf1#7C2368Ù9�;87FÑR234368Ô�7C2�Ð�;�Ó�1/Ù¬Ü> ^7�Ñ«;�ÓÊ;8Ôª7Êà:×�Ô�2&Ó�1#Ðf;87FÑR23436U2«1/ÑT23Þ:6D2&Ôª7:9�;O7:Ñ«ÔªÑA2«1/7:9�Ôª1/Ñ�Ôª7�í¯ï Ï 9�;87ÊéÑR234368Ô�7C23Ñ�9/6U7fÚr1&Ó�1�231/9i231/Óf1L6U43Ù�ÕOÜpGîÞÊÔ�Ùª1�23ÞÊÔªÑÁ6UÖÊÖÊÙªÔÀ9#6D23Ô�;O7-ÔÀÑ�Ñ«ÖF1L9�Ô�ÛF9&687:Ó-ÓÊ1�2368Ô�Ùª1/Ó"×U2«Þ:1ÖÊ4«Ôª7:9#Ô�ÖÊÙª1f; ß Ðf;nÓÊ1#ÙªÙ�Ôª7Êà�Ø�Ôc23Þ�Ô�7:9#4«1/Ðf1#7C2368Ù�9�;87FÑR234368Ô�7C23Ñ£6O9i2«Ôª7Êà�68Ñ�68à81/7O2WÑ¡Þ:68Ñ£Ø�ÔÀÓ�1#46UÖÊÖÊÙªÔÀ9#6UÚ:Ô�ÙªÔc2RÕO× ß ;O4�Ô�7FÑR2W6U7:9#1µÔ�7¸23ÞÊ1¤Ðf;�Ó�1#ÙªÙªÔ�7Êà�; ß 4«1 ß 1#431#7:9#1µÔ�7¸7:6U2«ÒÊ4W6UÙÁÙª687Êà8Ò:68à81¤6OÑ9�;87FÑR234368Ô�7C23Ñ�Ø�6UÔ�2«Ôª7Êà�2«;µÚr1�ÑA;OÙ�êO1/Ó�Ü
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Abstract. Information Foraging, first described by Pirolli and Card, is
an innovative model, based on a gain function, which allows IR practi-
tioners and user-interface designers to describe and evaluate information
retrieval interface techniques. This paper describes how under-utilised
aspects of the model can be used to improve the performance of in-
formation retrieval interfaces. By combining recommender systems and
user interfaces, performance can be improved. By identifying initial and
subsequent clusters, identifying when a forager should leave a document
cluster or patch and finally, identifying documents that provide high in-
formation gain, the productivity of an interface can be improved.

1 Introduction

Information Foraging, first described by Pirolli and Card [21], is an innovative
model that allows IR practitioners and user-interface designers to describe and
evaluate information retrieval interface techniques. Based on the analogy of an-
imals in an ecosystem, it describes information as a source of nutrition and
information seekers - info-vores in information foraging parlance - as consumers
of that information. Information has scent, cues that help info-vores to locate it.
That scent can be enhanced or diminished by the surrounding environment, e.g.,
if there are a lot of confusing scents, it would increase the difficulty of locating
an interesting item of information.

The concept of information scent has been utilised to evaluate and enhance
many interface designs [15][22]. ScentTrails[19], for example, assists users in find-
ing relevant information in an e-commerce environment. Pirolli and Card applied
information foraging to create a cluster based information retrieval interface in
[21]. In traditional information retrieval interfaces, scent represents any cue that
allows a user to locate information of interest. For example, many commonly
used search engine interfaces use a short descriptive text summary to indicate
the content of a particular result. These interfaces also indicate scent in a subtler
way: by ranking results, users are implicitly drawn to information patches, areas
where relevant information is located, which are considered, by one metric or
another, to be useful.

Certain information may have greater nutritional content, or value, than
others; information diet has a significant influence on gain. For instance, in
the field of text-based information retrieval, a summary document might be
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of greater value to a researcher than would a document focussing on only one
detail of interest. Relevant artefact density within a patch is also significant. If
the relevant artefacts within a patch are hidden by the noise of other irrelevant
artefacts, the rate of gain will decrease.

Pirolli and Card examined the application of Charnov’s Marginal Gain The-
orem to the foraging task. By doing this, they created a model that allows com-
parison of information retrieval interfaces. The model is based on the following
gain function

R = λg
1+λtw

[Eq. 1]

Fig. 1 illustrates graphically the application of the model. It depicts the fact that
information seekers often move between useful patches of information, spending
some time browsing within a patch before moving onto another; choosing the
best patch, not browsing it exhaustively, and knowing when to move on are
aspects that might assist the user. Reproduced from [20], it shows three lines
R1, R2 and R∗ that intersect with the gain function gi(twi). Pirolli and Card
show that the slope of these lines is the average gain, that is the amount of
gain divided by the time spent between clusters and time within an information
path. Ideally, interfaces should seek to minimize tb and tw, while gain should be
maximized.

Fig. 1. Charnov’s Marginal Gain Theorem

The authors believe that Charnov’s Marginal Gain theorem identifies three
major deficiencies in many cluster based information retrieval interfaces:

– While many interfaces allow a focussed search of an information patch, lo-
cating the best initial patch, and suitable patches subsequently, is expensive
as no cue is given to indicate which patch is next best; tb in figure 1 is not
minimized.
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– Further, when browsing the information patch, a user is not ’fed’ items of
high nutritional value; all artefacts have the same value and gi(twi) is not
maximized.

– Finally, when browsing within a cluster, users are not provided with an
indication that all nutritional value has been consumed; several documents
could consider the same facts from the same point of view. Having read one
of these documents, the others may not make a significant contribution to
the information seeker’s understanding of the topic. Users should receive an
indication that the potential gain from the cluster has diminished, and an
indication of where artefacts that provide gain can be located. This feedback
would allow a reduction in tw.

In the remainder of this paper, we will examine several types of interface
from the perspective of Charnov’s Marginal Gain theorem. The authors will
then present their proposal for solving these deficiencies by combining recom-
mender systems with user interfaces. Finally, a scenario of usage for the hybrid
application is presented.

2 Visualisation and Information Foraging

The Information Foraging model can be applied to any information retrieval
interface. The authors believe that info-vores can best explore an information
space when it is represented in two or more dimensions.

1-dimensional representations are most common in information retrieval, and
are exemplified by the list; usually these lists are ordered to produce a ranked
list. Each item in a result set presented as a ranked list exists as a singleton; no
relationship exists between them, other than their common relevance to some
query. On finding an item of interest in a ranked list, the examination of the list
must continue exhaustively to find other relevant items.

For higher dimensionality representations, some type of information map is
employed, of which there are several variants. In an information map items that
are similar are located in proximity to one another: once one item of interest is
found, other similar items will be located in the same area of the visualisation.
This is known as clustering, a task for which research on the cluster hypothe-
sis [11] has developed algorithms to partition collections into sets of artefacts
that are similar to one another based on some metric. In Information Foraging
terminology, these clusters are known as Information Patches.

When a simple ranked list and clustered view are modelled using Informa-
tion Foraging Theory, the differences are manifest. A ranked list, as explained,
must be searched exhaustively. This means that the rate of gain is low as the
effort expended locating relevant items is high. As each artefact in a ranked list
is a singleton ’cluster’, time between relevant clusters is relatively high; users
must check each cluster to examine its relevance, reducing gain. When using
clustering, the rate of gain is higher. Due to the consequences of the cluster hy-
pothesis, information patches, which contain numerous artefacts, can be found
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reducing the effort required to find relevant artefacts. The advantage of the clus-
tered view is apparent, in Fig. 2, when a ranked list and clustered view are
informally modelled using the Information Foraging Model. Cluster based views
of artefact collections or sub-collections have been produced using both custom
visualisations[1][14][24][18] and variations of the ranked list[3].

Fig. 2. Ranked List verses Clustered View

Spence [25] explained the significance of producing appropriate visualisations
when he described the concept of an internal model, or cognitive map, to explain
how a user develops an understanding of a concept or dataset. Often the internal
model for one concept is reinforced through exploration, asking questions, and
deriving conclusions from existing and trusted internal models. Internal models
can be more readily interpreted if a suitable externalisation of the dataset is
present. Externalisation can aid the formation of internal models by exploiting
pre-attentive processing. Cognitive factors that can be exploited by pre-attentive
processing include associative memory, visual memory and spatial ability which
are captured by the Gestalt principles [2]. Specifically, we chose to exploit the
principle of proximity which states that items placed near each other appear to
form a group. Users mentally associate proximally positioned objects with one
another. On laying out nodes proximally, spatially arrayed graphical symbols
create a map of an artefact collection, usually based on similarity of artefacts
to one another. Each symbol or glyph can be carefully encoded with further
information through, for example, colouring or shape [5]. Rao [17] captures the
advantage of information maps when he described the advantages of focus +
context, where a user can examine or focus on specific items in a collection,
while remaining aware of the context or relationship between that item and the
collection as a whole. Thus, information maps provide a collection overview that
allows rapid navigation and provides context for artefacts in the visualisation.
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2.1 Information Map Implementations

Numerous novel approaches have been used to generate information maps. We
examine some, though by no means all of those implementations now. Initially
this work concentrated on visualising co-citation maps. VR-VIBE [1] was an
early attempt to visualise the results of a query to a document search engine.
Written in VRML, VR-VIBE creates a visual browsing environment that relates
individual documents to a set of keywords through their proximity in the visual-
isation. The user-defined keywords are placed in the environment; they may be
weighted according to importance. A document’s position in the environment is
determined by the occurrence of each keyword in that document; if in a particu-
lar document one keyword is more prevalent than others, then that document’s
icon will be located closer to the keyword in the virtual scene. As a result, ad-
hoc clusters form. The systems relate documents to one another based on their
relationship with a small set of keywords. Several issues can arise because of
this arrangement, for example, homonyms can cause unrelated document to be
grouped together.

Kaski et al [14] applied Kohonen networks to organise very large document
collections. These Self-Organising Maps (SOMs) create contour maps, colour
coding dense areas of the map to indicate groups of documents that are related
to one another. Peaks are decorated with words or phrases that are indicative
of the topicality of that area of the map. Navigation functions include zooming
and keyword searches to enable users to focus on a particular part of the map.

Hierarchical agglomerative clustering techniques, based on term frequencies
within a document have been combined with Treemaps [24] to produce visual-
isations of document collections. Treemaps use a space-filling algorithm to fill
recursively divided rectangle areas with components of a hierarchy; in this case
the hierarchy is produced by the clustering algorithm.

Lighthouse [18] present document relationships in 2 and 3-dimensions, al-
lowing users to navigate the information space and select individual items for
further examination. Like VR-VIBE, an explicit document clustering stage did
not take place. In Lighthouse, the visualisation was combined with ranked lists
to maintain a user’s search context while browsing. By so doing, the authors
highlight the retention of context information on both the documents-query and
document-document relationships.

We will now introduce our information foraging tool and client; it combines
visualisation, ranked list and explicit clustering of documents in a result-set to
facilitate information foraging.

3 The SolonEvo Application

The SolonEvo [10] application provides users with access to an information map
that explores and leverages information foraging theory. Built on a client-server
architecture, the application indexes document collections allowing users to sub-
mit queries about the collection’s contents. The results of the search are displayed
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in a proximity based visualisation. The application incorporates two tools to aid
information foraging: the proximity and thresholding tools. The architecture is
easily extended allowing incorporation of new presentation techniques and tools.

The visualisation lays out artefacts proximally based on similarity to one
another, an intuitive metaphor that provides a high degree of affordance to the
user. Artefact similarities were calculated using the Smart IR system [23]. Taking
an adjacency matrix of similarity measurements as a parameter, the algorithm
first calculates the Minimum Spanning Tree (MST) for the graph using an im-
plementation of Prim’s Algorithm [9]. The MST is then partitioned by removing
the weakest edge in the tree. Each partition forms a cluster. When the desired
number of clusters have been created, the resulting tree is passed to the layout
algorithm. The application implements a modified version of the Fructerman-
Reingold [7] force-directed layout algorithm [8]. The original algorithm has been
modified to emphasise attractive forces and lower repulsive forces, so as to con-
vey proximity between elements in the collection. Further, drawing attributes
such as minimizing edge-crossings and evenly distributing nodes on the drawing
area are discarded in our algorithm. These features are not required in the IR
domain and removing the features reduces execution complexity.

The visualisation is embedded in the application along with its controls and a
standard ranked list view of the result set. The ranked list is provided to facilitate
foraging by providing an initial point for exploration and also to reassure users
familiar with the traditional approach. The application appears as shown in Fig
3. The proximity based visualisation appears on the left, with a proximity and
thresholding controls on the top right and the ranked list on the bottom right.
The proximity tool allows a user to focus their search on a particular information
patch.

In the case that clusters presented in the visualisation are too finely grained
or, conversely, too coarse, the thresholding tool allows a user to adjust the density
of relevant artefacts in a cluster. When a user changes the threshold level, the
minimum-spanning tree derived from artefact similarity measurements is repar-
titioned creating a new set of clusters that are displayed in the visualisation.

To date the application has been evaluated using questionnaire type usability
tests that have fed into the development process. A new task-based usability test,
using the TIPSTER document collection to assess the quality of the application,
is underway. The information foraging based evaluation technique proposed by
[13] will also be used to determine the performance of the application. The rate
of information gain for users, over a fixed time period, using ranked lists, the
current version of SolonEvo and proposed evolution of SolonEvo will be evaluated
for a variety of tasks.

4 Recommenders and Information Maps

The use of information maps in cluster presentation achieves one objective of
information foraging: it presents likely feeding patches to info-vores in an easily
comprehended manner. On its own, however, this is not sufficient. A more com-
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Fig. 3. Screenshot of Application

prehensive approach would guide the user toward the (next) best feeding patch
and would suggest that a patch, when exhausted, should be abandoned for more
fertile ground.

We believe that such objectives can be best achieved by integrating rec-
ommender systems with information maps. Recommender systems possess an
ability to suggest courses of action to users. These suggestions can be based on
the previous actions of individuals and/or on collaborative groups of users. These
systems have evolved from single-shot models of recommendations, where all sug-
gestions are based on a user’s long-term history, to content-based recommenders
that engage the user at search time to discern their immediate short-term in-
formation need. Numerous implementations have evolved, such as ISPY[6] and
GroupLens[16]. These applications use web-based ranked list type interfaces.
The authors are, after an initial literature review, unaware of any implementa-
tion that combines recommenders and visualisations. The authors believe that
such a combination will overcome the shortcomings identified by modelling vi-
sualisations with information foraging theory.

By combining these visualisation techniques and recommender technologies,
the authors believe that three important optimisations can be made to the in-
formation map concept. The ideal case requires two conditions to be met. The
first is for the user to match the slope of the tangent, from the x-axis to the
point of maximum rate of gain, to the slope of the gain function. This ensures
that between-cluster time has been minimized, improving the rate of information
gain. Secondly, the slope of the gain function should be maximised. This ensures
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that users are retrieving a high rate of relevant artefacts. For the first condition
to be met the between-patch time must be minimised. Also, the user should be
made aware of when they have consumed all unique semantic content. For the
second condition to be met, the time spent achieving a maximum rate of gain
must be minimised.

4.1 Minimising Between-Patch Time

Between-patch time can be minimised by intelligently placing the clusters pro-
duced by SolonEvo. Therefore the position where users would first look at a
visualisation must be identified. This may be the centre of the visualisation or
another area. The authors will conduct a set of empirical experiments to identify
this location. These experiments will use eye-tracking tools such as EyeLink[4]
to examine whether there is a trend towards looking at a particular part of the
visualisation or whether adding a glyph will assist in attracting a user’s atten-
tion.

The system must also decide which cluster should be presented at this opti-
mum area of the visualisation. The recommender system under construction is
a content-based system which will profile a users short term or session goals by
observing both clusters and documents that are examined by a user. This system
will also provide recommendations on which cluster a user should examine next
when the semantic content of the current cluster is exhausted.

4.2 Visual Encoding to Support Maximum Gain

The user should be informed through visual encoding that the semantic gain for
a particular patch has peaked. So far, resizing (decreasing size of) nodes repre-
senting documents with similar semantic content seems to be the most intuitive
means of achieving this. Semantic content in this context extends beyond the
concept of word-content. For example, a news item relating to the Middle-East
might contain similar terms and achieve a high-similarity measurement using
a model such as the Vector-Space model. However, the semantic content of a
report on the event produced by Fox News might differ significantly from one
produced by Al Jazeera.

An initial examination of the state-of-the-art suggests that two key ap-
proaches exist. One is centred on lexical analysis using onthologies such as
WordNet, while the other approach employs statistical techniques such as La-
tent Semantic Indexing and Support Vector Machines to determine the semantic
orientation of a document.

4.3 Assisting the Forager to Choose a Healthy Diet

Certain documents will yield better knowledge than others; for a given effort, a
forager will derive greater nourishment from a summary or briefing document
than would be derived from a set of documents dealing with individual issues. A
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user should be guided towards these summary documents when they first begin
to browse a patch. As mentioned in Section 3.1, the thresholding tool allows
users to adjust the density of relevant documents within a cluster.

5 Scenario of Usage

A typical scenario of usage for the evolved SolonEvo application would be as
follows. Having selected a collection to search, a user submits a query. A vi-
sualisation of the result-set will be created by applying both a clustering and
force-directed algorithm. Based on one of several techniques, e.g., collaborative
recommendation, the most suitable cluster is intelligently placed on the interface
to reduce inter-cluster search-time.

If the clusters are excessively fine-grained or are too coarse, the user can
adjust the density of the information patch using the threshold tool. The tool
will repartition the minimum spanning tree derived from the similarity matrix
formed by artefacts in the result-set (ss 3.1). Once satisfied with the density of
the clusters, the user can focus their search using the proximity tool. As users
examine artefacts, nodes that contain similar semantic information will adjust
their appearance to signify decreased importance relative to other potentially
relevant nodes. Once all unique semantic information has been examined, the
rate of gain significantly decreases. At this point, the user will probably decide to
move to another cluster that will have been recommended through some visual
encoding.

6 Conclusions

This paper has described how certain aspects of the information foraging model
can be used to improve the performance of Information Retrieval Interfaces.
Based on Charnov’s Marginal Gain Theorem, the authors contend that, by com-
bining recommender systems and appropriate visualisations, the rate of infor-
mation gain of information foragers can improve.
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Abstract. Much research in multi-agent systems has focussed on the
emergence of cooperation in societies where individually optimal be-
haviour for agents leads to low levels of cooperation in the society. This
conflict between individual and collective rationality can be modelled
through the use of social dilemmas such as the prisoner’s dilemma. Tag-
ging schemes have been shown to increase levels of cooperation through
biasing interactions in a manner comparable to that of kin selection and
trust mechanisms. We outline some simulations involving a simple tag-
ging system and outline the main factors which are vital to increasing
cooperation. This paper also outlines the effects of multiple tags.

1 Introduction

Agent interactions are often heavily biased by certain group structures. These

structures may be based upon certain models of trust or kin selection. These

groups reflect an approximation of which peers are most likely to remain al-

truistic. Some schemes are based solely on past behaviour and therefore reflect

aspects of trust and relationships. Other models use physical proximity as a

guide to bias interactions.

Significant research has been conducted involving agents whose interactions

are determined by spatial proximity. Nowak and May(1993) describe the sig-

nificance of group structuring techniques with special attention to spatially de-

termined interactions[6]. This structuring can also be represented through the

use of tagging which is an abstract method of biasing agent interactions based

on membership of certain tag groups. Holland(1993) describes tags as mark-

ings or social cues that are attached to individuals (agents) and are observable

by others[5]. When determining which agents should interact, we calculate the

proximity of their tag values, as opposed to their physical proximity. Tagging is

an abstraction which allows us reflect the relatedness between agents based on

any possible grouping analogy, not simply spatial or genetic proximity. Tagging

can be used as a general case to represent all these possible grouping structures

without the specific complexities which they entail.
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Hales(2004)[4] states that tags can evolve from initially random values into

complex ever-changing patterns that serve to structure interactions between in-

dividuals. Tagging schemes are highly accurate mechanisms for biasing agent

interactions based on their relatedness with each other.

This paper will analyse a simple tagging scheme and review some of the fac-

tors which contribute to its success. This paper will describe a series of experi-

ments which we have designed involving a simple tagging scheme. For example,

we will review the levels of cooperation achieved using different amounts of tags.

We also investigate multiple tags which allow us to model agent societies, where

agents can exist in a number of distinct groups.

Our primary motivation throughout this paper involves studying the effects

of biasing agent interactions using various parameter space values. We extend

previous research on tagging schemes to allow agents participate in multiple

groups. This will be outlined through a series of simulations involving multi-

ple tags. Throughout this paper all simulations involve populations of agents

competing through the iterated Prisoner’s Dilemma.

2 Related Research

The Prisoner’s Dilemma (PD) is a simple two-player game where each player

must make a decision to either cooperate (C) or defect (D). Both players decide

simultaneously and therefore have no prior knowledge of what the other has

decided. If both players cooperate they receive a specific payoff. If both defect

they receive a lower payoff. If one cooperates and the other defects then the

defector receives the maximum payoff and the cooperator receives the minimum.

The payoff matrix outlined in Table 1 demonstrates the potential payoffs for each

player.

Table 1. Payoff Matrix

Players Choice Cooperate Defect

Cooperate (λ1, λ1) (λ2, λ3)
Defect (λ3, λ2) (λ4, λ4)

The dilemma is a non-zero-sum, non-cooperative and simultaneous game. For

the dilemma to hold in all cases, certain constraints must be adhered to: λ2 <

λ4 < λ1 < λ3. These conditions result in λ2 being the sucker’s payoff, λ1 is the

reward for mutual cooperation, λ4 is the punishment for mutual defection, and

λ3 provides the incentive or temptation to defect. The dilemma also states 2λ1 >

λ2 + λ3. This constraint prevents players taking alternating turns receiving the

sucker’s payoff (λ2) and the temptation to defect (λ3), therefore maximising their

score. The following values were used throughout this research: λ1 = 3, λ2 =

0, λ3 = 5, λ4 = 1.
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In the non-iterated game, the rational choice is to defect, while in the finitely

repeated game, it is rational to defect on the last move and by induction to

defect all the time. However, if there exists a non-zero probability the two play-

ers will play again, then cooperation may emerge. Within a society of social

groups, repeated meetings are common and as with tag group members who

meet repeatedly, significant levels of cooperation can emerge.

2.1 Previous Tagging Models

Holland[5] initially outlined the concept of tags and since then significant num-

bers of tag models have emerged[8][4]. Holland describes tags as markings or

social cues that are attached to individuals (agents) and are observable by oth-

ers. Riolo has described a number of tagging approaches throughout a series

of papers[8][9], each focusing on the effects of tagging on levels of cooperation

among players in the Iterated Prisoner’s Dilemma. These papers outline basic

forms of tagging: fixed-bias tagging, variable-bias tagging and evolved-bias tag-

ging.

These models comprise two-player Iterated Prisoner Dilemma (IPD) tour-

naments. Players are not paired randomly as in traditional tournaments such

as those researched by Axelrod[2]. Instead, each player is given a numeric tag

value and this is used to probabilistically bias interactions towards players of

similar tag values. In these tagging models, significant increases in cooperation

can be observed. Simple replicator dynamics are used to reflect the fitness of

agents over successive generations. The proportional fitness of a genome is used

to determine representation of that genome in subsequent generations.

We hope to gain a greater understanding of how tagging mechanisms suc-

cessfully increase cooperation among agents playing the IPD. We address the

following questions:

– What factors allow tagging schemes boost cooperation among agents?

– How does multiple tagging effect levels of cooperation?

In later sections, we outline a number of experiments and the results obtained.

In the following section we will discuss the design of our simulator and tagging

model.

3 Experimental Setup

3.1 Strategies

The design of any IPD simulator requires the simple creation of an initial set

of player strategies. The research by Nowak et. al.[7] provides a basis for our

method of strategy definition. The following is a strategy genome with 3 genes

representing 3 possible behaviour values when Pi (Probability of cooperation in

the initial move of a game), Pc (Probability of cooperation after opponent has

cooperated), Pd (Probability of cooperation after opponent has defected).
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Genome = Pi, Pc, Pd, (1)

Our initial population of agent genomes is randomly generated with random

gene values and therefore the initial population has an initial average fitness

of about 2.25
1
[8]. A fourth gene representing a tag value is also given to each

genome, this tag value is randomly assigned to all strategies in the population

and is a simple integer in the range [1...Maximum number of tags]. Multiple tag-

ging involves extending this model to include a number of tag genes representing

each of the tag groups an agent is a member.

3.2 Tag Model

Our simulator consists of a population of 100 players; each is randomly generated

from a normally distributed set of possible strategies. These strategies are each

given random tag values. Games lasting 20 iterations between all members of

the same tag value are conducted. Agents of different tag values do not play

each other. Agents can play themselves. If an agent is the solitary holder of a

tag value it may still play itself, even though there are no other members of the

population it can interact with.

The representation of a genome in successive generations is based on its

fitness in the current generation. Therefore this dictates representation in the

next generation and so on, through successive generations. This simple replicator

dynamic is similar to that used by Riolo[8][9] in his simulations. In our research

and the research of Riolo, all reproduction is asexual. As a result, no crossover

between agents occurs.

This simulator extends previous tag models to allow some parameters vary

over certain experiments. For example, this simulator can conduct experiments

across a number of possible tag parameters.

4 Results

In this section we outline the results of a number of experiments. Our primary

goal is to address the questions which we outlined earlier in Section 2.1 of this

paper.

4.1 Performance of Tagging Scheme

The first set of experimental results represent a fitness comparison between two

populations. One implements a simple tagging scheme while the other uses no

tagging technique. Across 50 simulations, 100 agents are allowed to compete for

survival while playing each other. The tagged model randomly distributes up

1 If we use the following IPD payoff matrix values λ1 = 3, λ2 = 0, λ3 = 5, λ4 = 1,
a initial population of random agents will have an average of these fitness values
(3 + 0 + 5 + 1)/4 = 2.25
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to 50 different tag values to the 100 agents. Throughout each simulation, these

players will play IPDs of 20 iterations with peers of the same tag value. 50 gen-

erations are simulated and these tag groups are represented through successive

generations based on their fitness through the use of a replicator dynamic. Our

non-tagged model operates in exactly the same manner but all players play IPD’s

of 20 iterations with every other member of the population.
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Fig. 1. Tagged Model Vs Non-Tagged Model

In Figure 1, we can clearly see the improved fitness achieved through the

use of tagging. This data is comparable with previous research in the domain

of tagging[8]. These results are consistent across all experiments while our sim-

ulation without tagging displays much lower levels of average fitness. The im-

proved performance of our tagged model is as a result of tag groups insulating

themselves against invasion from defecting strategies. In a non-tagged model,

the effects of the defecting strategies propagates throughout the population and

they dominate very quickly. This is less likely in a tagged model which parti-

tions the population into tag groups through limiting their interactions. As a

result groups containing defectors are impeded and loose representation to fitter

competitive groups.

4.2 The Significance of Tag Group Size

To fully understand the factors determining the success of a tag model, we in-

vestigate the effect of varying the number of tags. The following experiment

illustrates how the number of tags can influence levels of cooperation among

agent populations. Four simulations represent populations using different num-

bers of permissible tags in their initial composition (1, 5, 20, 50) are shown in

Figure 2.

In the experiment represented in Figure 2 we observe that as the number of

tags increases, the partitioning effect increasingly limits the effects of defection.

The model performs best when the number of tags is high. Therefore, in any

one tag group, there exists a higher probability that all the members will be

cooperative and as a result the group will be fitter.
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4.3 The Evolution Of Tags

We have observed the importance of tag group size over time. The following

experiment examines how the group dynamics are effected by the evolutionary

process. In this simulation we record the percentage of possible tags in use at

each generation. We also plot the average cooperation at each generation.
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Fig. 3. Numbers Of Tags In Use

From this experiment we see that the number of total tag values falls signif-

icantly after the initial generations. The levels of cooperation remain very high.

This is explained by the ability of tags to marginalise non-cooperative behaviour

over the initial generations. The tagging system results in non-cooperative agents

becoming extinct in the earlier generations while the most cooperative tag groups

increase rapidly in size. These tag groups with the most altruistic members

takeover the total population and lead to the extinction of tag groups which

contain any non-cooperative agents. The resulting small number of tag groups

all contain highly cooperative agents and are about equal in size. Usually this

experiment resulted in about 5 of a possible 50 tag groups surviving, each with

an average membership of 20.
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4.4 The Effects of Multi-Tagging

In the following series of experiments, we have extended the simple tagging model

through allowing each agent participate in multiple tag groups. This reflects real

life interactions where individuals often participate in many social groups. Each

agent may hold membership of up to five tag groups simultaneously. This is

modelled through displaying each of these tag values. An agent cannot interact

with peers which do not contain at least one common tag value. Therefore, they

must each hold membership of at least one common tag group.

In the following experiment we outline the effects of varying the number of

tags a population of agents may simultaneously hold. The actual tag values are

specified at random in the range of 1 to 50 among a population of 100 agents.

We ran 5 simulations allowing agent membership of different numbers of groups

ranging from 1 to 5.
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From this experiment we observe the decreased levels of fitness among popu-

lations which permit agent membership of multiple tag groups. This is explained

through the increased interactions which multiple group membership facilitates.

As explained earlier altruism benefits from partitioning small groups of cooper-

ative strategies away from defective peers. Multiple tags undermine this system

and result in lower levels of fitness throughout the population.

A less contrived experiment specifies a population with a mixed degree of

membership among many tag groups. For example each agent will have a high

probability of holding one random tag membership, a smaller probability of

holding two and so on. We model this as follows. The probability Y is calculated

with respect to the number of tag groups X and some negative power N .

Y = x−N
(2)

The following experiment shows the effects of varying the possible number of

tags in use throughout the population while applying the above function with a

N value of 2.2. It has been shown in many studies of various social structures

and social networks, that connections and interrelationships between individuals

follow this type of distribution[3]. Albert et. al.[1] show for a range of examples
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including web topology, citation patterns and food webs, the degree of connection

can be described by a power law. This value significantly biases agents towards

containing less tags as can be seen from the following probabilities.

P1, P2, P3, P4, P5 = 1.0, 0.21, 0.08, 0.04, 0.02 (3)
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The function specified limits the number of multiple tag groups agents may

participate within. Subsequent fitness depends on the number of tag values per-

mitted within the population. But these levels of fitness are dependant upon

reducing the number of tag groups agents participate in. While this is reflected

through results outlined earlier in this paper it is augmented through examining

our final test case experiment which follows. We can observe the opposite effect

of greater use of multiple tags through changing the values used in our formula.

In the following case we can observe the direct effects of increased multiple tag

use on the population.

In the following experiment we replicate its predecessor through simulating

a new value of N = 0.1. The resulting function represents a greater probabil-

ity agents will hold membership of multiple tag groups. Here we examine the

negligible effect of varying the number of tags within a population which is bi-

ased towards holding membership of multiple tag groups. We observe this bias

through the following probabilities:

P1, P2, P3, P4, P5 = 1.0, 0.93, 0.89, 0.87, 0.85 (4)

This experiment confirms that multiple tags undermine cooperation and as

a result diminish the fitness of the agent population. Multiple tags counteract

the benefits of using many tag values to boost cooperation in a population.

The conflicting nature of the two parameters is confirmed through reviewing the

dominant strategies which proceed to win our final simulations. In simulations

depicting the emergence of cooperation, dominant strategies were predominantly

single tag holders. Alternatively in non-cooperative populations multiple tag

holders prevailed and displayed dominance.
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5 Conclusions

Our experiments have highlighted the primary factors leading to the success of

certain tagging models. We have observed the importance of the number of tags

used in a population. This has a direct effect on the overall levels of cooperation.

The success of tagging is based upon preventing invasion from greedy agents.

This partitioning effect which is synonymous with tagging and spatial models

is fundamentally important to their success. A tag group of only one agent

never encounters the “invasion” difficulties which usually jeopardise cooperation

among larger groups of agents. In successful tagging models we have observed

a small set of tag groups emerging to dominate a population after a number of

generations. This small number of tag groups composed of highly cooperative

strategies experience rapid growth because of their fitness. Tag groups containing

non-cooperative agents experience high attrition rates.

The effects of multiple tagging resulted in undermining the overall fitness of

our population. This feature reflected that agents which spanned multiple tag

groups were at a disadvantage and more susceptible to exploitation. Reinforcing

our previous evidence that less interactions among agents improved coopera-

tion, multiple tags increased such interactions and as a result decreased levels of

cooperation.

In answer to the two questions posed earlier (Section 2.1) of this paper we

conclude that the primary factors contributing to the success of tagging schemes

all involve limiting the number of agent interactions to a minimum. This finding

is based on results across all our experiments and is further reinforced by previous

research in the domain.

Future work involves more elaborate tagging models. Various aspects of learn-

ing, evolution and communication of tags are also possible through extensions

of current tag models.
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Abstract. Traffic management and congestion control are the rudimen-
tary blocks of any service provider network that desires to support user
differentiation through different service classes. The first step in provid-
ing such varied Quality of Service (QoS) to different classes of users is
the ability to efficiently classify traffic into one of the different service
classes. Such an approach can help service providers to offer better ser-
vices to their clients. In this paper, we present a decision tree learning
based approach for traffic classification in ATM networks and compare
its performance with the existing approaches. The argument is clearly
in favour of deploying decision tree learning based approach for traffic
classification because they are computationally less intensive, intuitively
appealing, require much less training time and can classify traffic more
efficiently than the existing approaches employing neural networks. Re-
sults obtained validate these claims.

1 Introduction

The internet was not envisaged to be a multi-service network. However voice,
video and data all share the same infrastructure today. The Quality of Service
(QoS) requirements of each of these traffic types is different. These requirements
generally take the form of a certain degree of packet loss, end to end delay, delay
variation etc. In order that the traffic sent by the end user gets the treatment
that it has requested, a mechanism to differentiate this traffic from other traffic
is required. Thus, the need of the day is a fast and efficient traffic classification
mechanism.

As is evident from existing work ([1], [2], [3], [4], [5], [6]), data mining has
proved to be a viable alternative in the context of this problem and can provide
fast, adaptive and intelligent control. The benefits accrued out of addressing net-
work control problems using data mining have been realised long since the early
nineties. Most of the initial effort was directed towards solving the fault manage-
ment problem. However, to date, several broad classes of problems in network
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design and control have been addressed using data mining techniques. Seker-
cioglu et al in [7] have surveyed the various Computational Intelligence strate-
gies used in the management of ATM networks – typically the use of fuzzy logic,
neural networks (NN) and genetic algorithms in routing, fault management, call
admission control (CAC), parameter control, congestion and rate control. A neu-
ral network based connection admission controller for ATM networks has been
demonstrated in [8] and [9]. Solutions to several traffic control problems such
as routing, service coding, traffic policing, traffic prediction and fault detection
using neural networks have been proposed in [5], [2], [4], [3] and [6]. A neural
network based method for estimating the QoS in ATM networks is presented
in [1]. [10] has improved upon the results (improved classification accuracy and
reduced training time) of [1] by introducing a novel divide and conquer ap-
proach for QoS estimation. Table. 1 highlights some of the data mining tasks
and techniques that have been used to address problems in networking. A thor-
ough survey of the various data mining tasks, techniques and applications can
be found in [11]. Note that there are a raft of data mining techniques each with
their own distinct capabilities. In the context of this work however, classification
has been the main focus.

Table 1. Data Mining techniques used in Network Management so far

Data Mining Technique Network Management
Problem to which it was
applied

Data Mining Context in
which the technique was
applied

Bayesian Belief Networks Alarm Correlation, Fault
Diagnosis

Feature Selection, Model
Building

Neural Networks Alarm Correlation, Fault
Diagnosis, Admission
Control, Congestion
Avoidance, Traffic
Classification

Model Building

Expert Systems Fault Management Building knowledge base

Time Series Analysis Fault Prediction Model Building

Hypothesis Testing Fault Diagnosis Feature Selection, Model
Building

Reinforcement Learning Routing, Admission
Control

Model Building

Fuzzy Logic Admission Control,
Congestion Control

Model Building

Discriminant Functions Fault Classification Model Building
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2 Framework for QoS Estimation

Congestion control is one of the most important aspects of a high speed network.
If heavy traffic (more than what the link is capable of carrying) is destined
for a link, the waiting time (Cell1 Delay) and hence the Cell Delay Variation
at the output queue will increase. In addition to this, the queue may discard
cells (Cell Loss) if it overflows. Increased Cell Delay Variation (CDV) and Cell
Loss Ratio (CLR) are undesirable as they severely impact not only the network
performance but also the user perception of the underlying service. Since QoS
in ATM networks is specified through these two parameters, some means of
traffic management is necessary to regulate these two parameters so that QoS
requirements of the end users can be satisfied. Table 2 shows the various QoS
Classes as defined by the ATM Forum. It should be noted that depending on the
requirements of the service provider, there could exist multiple levels of service
within a service class. The values of CDV and CLR define a service class and
the levels within a service class. Needless to mention, the lower the values of
CDV and CLR, the better the class of service. The experiments described in
this paper will make use of the seven classes shown in Table 3 as outlined in [10].

Table 2. QoS Classes Specified by the ATM Forum

QoS Class Service class Applications Supported

1 Circuit Emulation,
Constant Bit Rate (CBR)

Video

Digital Private Line

2 Variable Bit Rate (VBR)
Audio and Video

Packet Video and Audio in
Teleconferencing,

Multimedia Applications

3 Connection oriented data
transfer

Support interoperation of
connection oriented

protocols (e.g. Frame
Relay)

4 Connection-less data
transfer

Support interoperation of
connectionless protocols

(e.g. IP)

2.1 Problem Formulation

Fig. 1 shows the QoS estimation framework. As shown in Fig. 1, the CDV and
CLR values of the incoming traffic are fed to the data mining algorithm. The data
mining algorithm, based on the values of CDV and CLR, predicts the QoS class
1 Note that the notion of a ‘Cell’ is similar to that of a ‘Packet’ in an IP network.
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Table 3. Seven Levels of QoS

QoS Level Meaning of the QoS Level

1 Excellent

2 Degrading from Excellent to Good

3 Good

4 Degrading from Good to Fair

5 Fair

6 Degrading from Fair to Bad

7 Bad

ATM Switch

Classifier 

Algorithm

CLR, CDV

Predicted

QoS Level

Traffic In Traffic Out

Output 

Queue

Traffic 

Arrival

Detector

Fig. 1. Framework for QoS Estimation

of the incoming traffic. This prediction is passed on to the ATM switch which
then deals with this traffic accordingly. Supervised Inductive learning (which uses
pre-classified examples to train the algorithm) is employed. A common inference
task consists of making predictions about a concept (also known as a class). The
prediction problem under consideration is known as ‘classification’. The concept
to be learned in this case, is the level of QoS which has well defined values (one
of seven classes) as described in Table 3. The aim is to find the most appropriate
algorithm that can accurately find relationships among the attributes which
distinguishes values of the concept. The key performance quantifiers for judging
the performance of such an algorithm are classification accuracy, complexity and
training time.

3 Experimentation and Results

3.1 Training and Test Data

Usually training data is decided by the service provider based on customer service
quality requirements [1]. Training data is comprised of pre-classified examples
(data that contains input and target values that are used to train a model).
Training data is normalized into the range of [0 1] using simple normalization
equation (I − IMin)/(IMax − IMin). IMax and IMin are maximum and mini-
mum values of input data (I). Once the model is generated, its performance is
evaluated by passing a test set through it. A test set is a set of examples which
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the model has not seen before. To provide a ground for comparing the various
approaches, the same training and test patterns were used as those described
in [1] [10] (for more details see [1] and [10]). For the sake of validation, two ad-
ditional test sets were generated using MATLAB ([12]). The equations used to
generate these test sets were CLR = asin(CDV )/b and CLR = acos(CDV )/b
for different values of a and b. CDV values were generated randomly. Test data
was also normalized into the range of [0 1].

3.2 Choice of classification techniques

As mentioned in section 2.1, the aim is to find a classifier that delivers well
on accuracy without trading off complexity and training time. The three main
approaches described in this paper are – Linear classifier (based on the Maha-
lanobis distance algorithm), decision trees and neural networks. These are some
of the best known multivariate techniques that deal with separating distinct sets
of attributes and allocating new attributes to groups defined apriori. Note that
the attributes in this case are CDV and CLR. Each of these approaches are
summarised below.

– Linear classifiers try to differentiate between the various classes by obtain-
ing a linear combination of the attributes. In the context of this work, the
approach based on Mahalanobis distance (implemented by the classify func-
tion in Matlab [12]) was chosen. This is the simplest of all the approaches
considered in this paper and is computationally least intensive.

– Neural networks are classifiers capable of finding non-linear combinations of
attributes. Most of the existing knowledge based approaches to traffic clas-
sification (section 1) employ neural networks. In the context of this work,
neural network based approaches described in [1] and [10], have been used
as a baseline for comparison. For the sake of discussion, we will refer to the
approach described in [10] as approach-DaC (divide and conquer). The basic
idea behind approach-DaC involves dividing the m input, n output neural
network model into n neural network blocks with m inputs and 1 output.
Where n is the number of QoS levels to be estimated (seven in this case). For
a given input vector, if the pth block’s output is one then that input vector
belongs to QoS level p otherwise that input vector belongs to another QoS
level. Since any given input vector can belong to only one QoS level, for any
given input vector the output of one of the n blocks will be 1 and that of the
other n − 1 blocks will be 0. In addition to their own approach (approach-
DaC), the authors of [10] have also provided results of their experimenta-
tion with approaches based on Multi-layer Perceptron (MLP) Networks and
Radial Basis Function Networks. We refer the interested reader to [10] for
details.

– The Decision tree is a powerful classifier that identifies the attributes that
are important in connection with an outcome in a prediction task (concept
/ class) and how each attribute is associated with the different possible out-
comes. The decision tree is constructed through a process called induction
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which requires a small number of passes through the training data. Decision
tree induction generally involves growing the tree and pruning it (e.g. C4.5
algorithm). The tree grows from root to the leaves i.e. top to bottom through
iterations. The instances at the root node comprise the whole training set.
During every iteration, the training set is partitioned into smaller subsets.
The algorithm, for each level of the tree, tries to find an independent at-
tribute (CDV and CLR in this case) which when used as a splitting node
will result in rules that are very different from each other with respect to the
concept / class (QoS Class in this case). There are several ways to measure
this difference - entropy, information gain etc. Once a node is split, the same
process is repeated for each of its child nodes, with the dataset further subdi-
vided based on the split criteria at the parent node. This process continues
until a node is reached where a further split isn’t possible either because
there are no more variables to split or there is no information gain in doing
so. The rules to stop building the tree at a point also depends on factors
like the maximum depth of the tree. Once the tree is built, it is necessary to
prune it to avoid over-fitting the data. This process, called ‘post-rule prun-
ing’, is in-built in most of the tree building algorithms. Before deploying this
tree, it is necessary to test its accuracy and generality by passing a test set
through it and observing the outcome. Once ready for deployment, this tree
can be used for predicting a new case by starting from the root node down
to one of the leaf nodes. The path taken through the tree is governed by
the rules (associated with each non-leaf node) applied to the values of the
independent variables in the new case. For details we refer the interested
reader to [13], [14] and [15].

3.3 Data Analysis - Results and Summary

Table 4 quotes results of experiments with neural networks described in [10]
whereas Tables 5, 6 and 7 highlight the results from the experiments that were
carried out as a part of this work.

Table 4. Results of QoS estimation using Neural Networks from [10]

% Correct %Wrong

RBFN 87.23 12.77

MLP 88.39 11.61

Divide and Conquer 92.73 7.27

Following are some of the key observations:

– The linear approach is not a universal approximater and may not perform
well in terms of accuracy when the attributes from the various classes have
fuzzy boundaries, as is the case here. This is reflected in the results that we
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Table 5. Results of QoS estimation using Linear Classifier

Test Set Samples % Correct % Wrong

1 876 64.612 35.388
2 752 54.566 31.164
3 727 70.20 29.80

Table 6. Results of QoS estimation using C4.5 algorithm

Test Set Total Cases in
Test Set

No. of Cross
Validation Folds

% Correct % Wrong

1 876 5 93.84 6.16
1 876 10 93.84 6.16
1 876 15 93.84 6.16

2 752 5 96.54 3.46
2 752 10 96.54 3.46
2 752 15 96.54 3.46

3 727 5 94.22 5.78
3 727 10 94.22 5.78
3 727 15 94.22 5.78

Table 7. Results of QoS estimation using CaRT algorithm

Test Set Total Cases in
Test Set

No. of levels
below root in

the Tree

% Correct % Wrong

1 876 9 85.39 14.61
1 876 10 92.92 7.08
1 876 11 94.18 5.82
1 876 12 94.18 5.82

2 752 9 94.41 5.59
2 752 10 96.28 3.72
2 752 11 96.28 3.72
2 752 12 96.28 3.72

3 727 9 71.94 28.06
3 727 10 90.51 9.49
3 727 11 92.3 7.7
3 727 12 92.3 7.7
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Root node

CLR > 0.8500002CLR <= 0.8500002

CLR <= 1 CLR > 1

CDV <= 1.02 CDV > 1.02 CLASS 7

CLASS 7CLASS 6

Fig. 2. Subtree of a tree built by the C4.5 algorithm

obtained which are shown in Table. 5. Observe that the linear classifier is
able to achieve a best case accuracy of only 70.20% compared to that of the
other approaches.

– The best results obtained by [10] have been listed in Table. 4. Observe from
Table. 4 that most of these approaches perform considerably well in terms
of classification accuracy. Even though neural networks are well known for
picking up non-linearities from the underlying system and delivering on ac-
curacy, they suffer from several problems, the key ones being - complexity
(in terms of network structure as in [1]), scalability, black box approach and
a significant training time.

– Recall from section 3.1 that same data as described in [10] was used for
our experimentation in order to provide a baseline for comparison of results.
Tables. 6 and 7 show results using two most popular decision tree learning
algorithms - C4.5 [16] and Classification and Regression Trees (CaRT [15])
available as a part of the software package Clementine [17]. Fig. 2 shows
a subtree of an example tree generated by the C4.5 algorithm. Table. 6
shows the prediction accuracy for different cross validation folds and Table.
7 shows the effect of increasing the number of levels in a tree below the root.
As shown in Table. 6, the prediction accuracy is similar for different cross
validation folds. An interesting observation here is that even for a 5-fold
cross validation, the C4.5 algorithm outperforms all the other approaches
(linear classifier and neural network based approaches). As for the CaRT
algorithm, as the number of levels below the root is increased the prediction
accuracy improves. However the accuracy reaches a steady value and does
not improve when the number of levels below the root is increased beyond
11. On the whole, C4.5 and CaRT algorithms outperform all the existing
approaches.

– During the tree building process, the computational complexity to find the
best splits among p-real valued variables typically scales as O(p*n*log(n))
[15]. The process of classification on the other hand involves tree traversal
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which in the worst case is known to take O(log(n)) steps for a tree size of
depth n.

In summary, decision trees are known to be computationally efficient (hence
require less training time than neural networks) and are intuitively appealing
due to their tree structure (simpler to understand as opposed to the black box
approach of neural networks). Moreover in the context of this work, decision trees
have outperformed neural networks while predicting the traffic class to which the
incoming traffic belongs. The aforementioned arguments clearly advocate the use
of decision tree learning for traffic classification in high speed networks.

4 Conclusion

In this paper we demonstrated that the decision tree learning based approach
outperforms existing approaches for traffic classification in high speed networks.
The main advantages are an intuitively simple model in the form of a tree of
if-then-else rules, less computational complexity, less training time and also an
increased predictive accuracy.
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Abstract. In this paper we investigate the emergence of cooperation in
spatially organised games. We extend traditional spatial models and use
a graph to model the environment. In the graph representation of the
environment, each node represents an individual, and an edge between
two individuals represents a neighbourhood relationship.

In our model, players interact in a Prisoner’s Dilemma. We examine
various learning mechanisms where the agent’s strategies are selected
and propagated. We investigate the effect of allowing agents learn from
their neighbours to improve their individual performance.

We also explore the evolution of neighbourhoods by enabling them to
grow or shrink depending on their relative fitness to other neighbour-
hoods.

1 Introduction

Many approaches have been investigated in an attempt to understand how coop-
eration may emerge in societies of autonomous, rational agents. The Prisoner’s
Dilemma has been adopted as the standard for studying cooperative behaviour
[1], [2], [12], [11]; and has also been used in work focussing on spatially organised
games [6], [9], [3], [13].

Classical game theory [8] doesn’t include the effect of spatial structures on a
population. In many populations, both real and artificial, individuals are more
likely to interact with their neighbours than interact with a player chosen at
random from the population. In order to model such scenarios more realistically,
it is necessary to spatially organise agents in a multi-agent system, and for in-
teractions to take place according to these spatial constraints. Furthermore, it is
unlikely that neighbourhoods will be of uniform size throughout the population.
We adopt a graph model to represent the neighbourhoods.

While our model encompasses many features and extensions of traditional
models, our primary focus is on the effect of defining different social structures
and neighbourhoods based on our graph representation of the environment.

In the experiments discussed in this paper, we investigate the emergence of
cooperation or defection in a spatially structured society. We compare the spread
of cooperation in a graph based model to traditional grid representations. We
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investigate a range of neighbourhood sizes and learning mechanisms. Further-
more, we investigate the spread of cooperation in a spatially structured society
where the neighbourhood structure itself is allowed to evolve and change, i.e.,
fit neighbourhoods are allowed to increase in size. Much research in traditional
models deals with patterns of cooperators and defectors [9] — clusters of co-
operators and defectors situated on a grid with cooperator-defector interactions
along the edges of the clusters. They don’t assess the overall fitness of each neigh-
bourhood. Our model allows fit neighbourhoods to propagate and conversely, if
a neighbourhood has a low fitness value it is reduced in size.

2 Related Research

2.1 The Prisoner’s Dilemma

The Prisoner’s Dilemma is described as a non-cooperative, non-zero-sum, two
person simultaneous game. In the prisoner’s dilemma, two players are separated
and faced with a decision. Each has two alternatives — to cooperate or defect.
Neither has knowledge of the other player’s choice. If they both cooperate, they
receive a payoff, R. If both defect, they receive a smaller payoff, P . If one defects
and the other cooperates, the defecting strategy receives the largest possible
payoff, T , and the cooperator the smallest possible payoff, S.

For a dilemma to exist, the following must hold: T > R > P > S. The
constraint T + S ≤ 2R must also hold. The constraint T + S ≤ 2R prevents
a form of cooperation where two players obtain an average payoff greater than
cooperation by alternating between cooperation and defection.

2.2 Spatial Prisoner’s Dilemma

Nowak and May [9] model a simple, deterministic, spatial version of the Pris-
oner’s Dilemma, with no memories among players and no strategic elaboration;
showing that cooperators and defectors and co-exist indefinitely for a subset of
the parameter space.

Many researchers have investigated the effect of varying payoffs [13]. Some
have suggested that if agents are indistinguishable from each other, genuine
cooperation cannot emerge (Frank [4], Maynard-Smith [8], Hofbauer [7], Weibull
[18], Samuelson [15]). Evidence in social science shows that cooperation can
emerge even if creatures cannot recognise individual players [17], [11]. Epstein[3]
shows that cooperation can emerge and endure if negative payoffs are introduced.
He requires that T > R > 0 > P > S, and his results depend largely on the
values of T,R, P and S.

Cooperators in the population will benefit those close to them and flourish
if the bonus for defection is not too large [5], [11]. Hence, groups of cooperators
situated adjacent to each other can allow cooperation to flourish through mutual
cooperation. Conversely, for defectors, they hurt their own kind and hence groups
of defectors will not do well.
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Nowak et al. [10] also experimented with the grid size and topology and also
the neighbourhood type. They extended their analysis to explore simulations
where players are randomly distributed on a two-dimensional plane. Players
are said to be neighbours of each other if their distance is less than a certain
radius of interaction r; so the number of neighbours each player has can vary.
The simulations were deterministic and in discrete time. Results showed that
populations on random grid were more static than on rectangular lattices and
that cooperation can emerge and endure.

Ashlock [16] focuses on a static population and the effectiveness of a choice
/ refusal strategy undertaken by some agents in the population. He implements
a graph based model, where each node represent an individual, and an edge
connecting two vertices represent some relationship between the two individuals.
Initially, the graph is fully connected and each edge is assigned a weight of zero.
When two individuals play, the weight is incremented by 1. These weights are
plotted in order to show population characteristics. Analysis is performed on a
significant play graph. Edges are considered significant if they are greater than a
given threshold value; and these edges determine the significant play graph. The
significant play graph adds valuable information about the social behaviours of
a system.

3 Simulator Design and Description

Our simulator allows us to examine the emergence (or not) of cooperation for
a wide range of parameters. We compare different topologies, neighbourhood
types and update strategies for varying radius values.

For a finite number of iterations (unknown to the player), each agent plays a
PD game against each of its neighbours. Each player is either a pure cooperator
or a pure defector. At the end of each game, depending on the payoffs received by
each agent and the update strategy in place, the agent adopts the strategy of one
of its neighbours. Following the completion of each game, and the application of
the update rules, the number of cooperators is recorded.

3.1 Parameter Range Modelled

The parameter space within which agents play the PD game is very important.
In the following section we discuss the parameters that are modelled and stud-
ied in our system. We discuss topology, initial configuration of the population,
neighbourhood type and learning mechanisms.

Topology. A common example of a topology used in simulations is that of
a N × M rectangular lattice. An N × M grid is a planar graph with N × M
vertices arranged on a rectangular grid, and with edges connecting horizontally
and vertically adjacent vertices.

We compare two types of topology. In our model, the population is placed
randomly on either an N ×M lattice or on a graph type structure. The N ×M
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lattice is standard for traditional spatial models. This planar grid type structure
is not an accurate or flexible representation of real social systems so we have
also simulated a more general graph based environment. Our graph is made up
of nodes — one node denotes one member of the population — and depending
on the connectivity, edges which connect nodes at random.

A general unidirectional graph is a better representation of real systems.
Individuals in our simulated environment are connected to other individuals via
an edge. Rather than representing distance or adjacency, this edge can be a
representation of a different type of relationship. An individual’s neighbourhood
can be built depending on some social relationship taken into account. Kinship,
similarity, mutual interest are typical criteria used when establishing the social
components of a community [14].

Initial configuration of cooperators and defectors. The configuration of
the population can also be defined. This includes the ratio of cooperators to
defectors and where they are located in their environment. They can be placed
either randomly, or a specific configuration can be imposed.

Neighbourhood type. The neighbourhood refers to the set of agents with
which a player interacts. There exist two traditional neighbourhood types: Von
Neumann and Moore. In the Von Neumann neighbourhood, each player interacts
with its four nearest neighbours to the north, south, east and west. In the Moore
neighbourhood each individual interacts with the eight neighbours reachable by
a chess-king’s move - i.e. one square in any direction.

Our model simulates these neighbourhoods types as well as a graph type
network. In the graph network, individuals are connected to a set of individuals,
chosen at random. The size of this neighbourhood depends on the connectivity
imposed at the outset of the experiment. Our simulator also allows us to ex-
periment with different radius values in order to determine what effect this has
on a system. As the radius, and thus the neighbourhood size increases, we can
determine the resulting impact on cooperation.

Player Update. The model enables us to compare many different update rules,
some of which are deterministic, some stochastic. Depending on its own score and
the scores of its neighbours, each player may update its strategy. Different update
rules exist: e.g. Best Takes Over, Imitate the Better and Proportional. Our model
is capable of simulating each of these. If strategies are updated using Best Takes
Over, a player adopts the strategy of its most successful neighbour. Imitate the
Better involves a player comparing its own score with that of it neighbours. If
the difference is positive, the player imitates the neighbour with a probability
proportional to the difference. The proportional update is where a player adopts
the strategy of one of their neighbours with a probability proportional to their
scores. Other learning models can also be employed. Update rules can be either
deterministic or stochastic. In the stochastic game, update rules will be executed
with some degree of probability.
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We implement stochastic update rules to discourage swift update convergence
which can sometimes lead to a sub-optimal outcome. Deterministic local player
update means that after the first round, players are more likely to face opponents
playing the same strategy as themselves. This can tend to a bias in favour of
cooperators if defectors end up playing defectors. This can quickly drive to ex-
tinction strategies that would normally survive and eventually dominate under
more stochastic update rules.

Neighbourhood Update. As well as individual learning mechanisms described
in the previous section, our model allows us to update and evolve neighbour-
hoods. The evolution is executed at discrete time steps and in a stocahstic nature
to prevent swift update convergence which could lead to a sub-optimal outcome.
Depending on a neighbourhood’s fitness relative to the average neighbourhood
fitness, a new agent can be propagated or indeed an agent can die off. Fitter
neighbourhoods are allowed to grow while less fit neighbourhoods decrease in
size.

4 Results

In our experiments, we aim to compare agent behaviour in grid and graph topolo-
gies. We then extend our graph experiments and examine behaviour as a result
of a neighbourhood’s ability to grow or shrink relative to neighbourhood fitness.

Initially, we varied the environment size and ran simulations with 100, 400
and 900 agents. Results for the varying sizes showed similar graph patterns
emerging for mean values. The results in the rest of this section are based on
simulations run for 900 agents.

4.1 Grid topologies

In our experiments, we vary the radius size (R = 1, 2, 3). We bias the initial
configuration such that 90% of agents are cooperators. We explore the behaviour
of the agents given different update strategies (Best Takes Over and Imitate
the Better), across different neighbourhood types (Von Neumann and Moore).
The results depicted in Figures 1, 2, and 3 show us that for the Von Neumann
neighbourhood with R = 1, cooperation can coexist with defectors for all update
strategies. This is due to the small neighbourhood size defined and results are
consistent with traditional models.

For the Moore neighbourhood type with R = 1, levels of cooperation can
be maintained for deterministic update rules. However, the stochastic update
mechanism results in the emergence of defection. For both deterministic and
stochastic updates, the imitate the better update strategy showed slightly better
results in terms of cooperation for Moore and Von Neumann neighborhoods with
a radius of 1.

Due to the increase in neighbourhood size, for all neighbourhood types with
a radius value of R > 1, defection becomes the norm, with one exception —
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Fig. 1. Von Neumann: Deterministic Best Takes Over

Fig. 2. Von Neumann: Stochastic Best Takes Over
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Fig. 3. Von Neumann: Stochastic Imitate the Better

at R = 2, the Von Neumann neighbourhood, with a deterministic Best Takes
Over update mechanism, a small degree (10% - 15%) of cooperators survive. As
expected, the rate at which cooperation decreases is proportional to the increase
in R.

4.2 Graph topology

We also explore the behaviour of agents given different update strategies, using
the graph topology and neighbourhoods. For deterministic updates widespread
defection is almost immediate. For some runs of the experiment, a small number
of cooperators coexist with defectors. However, this could be a result of a small
neighbourhood of cooperators being disconnected from the rest of the graph.

Using stochastic update rules has little effect on our simulated graph environ-
ment (Figures 4 and 5). Convergence is similar but occurs over a longer period
of time.

Defection spreads more quickly through our graph topology for a number of
reasons. Firstly, depending on the seed, the graph neighbourhood can be much
larger than that of the Moore or Von Neumann, and since defection is propor-
tional to neighbourhood size this seems reasonable. Also, our graph topology
represents a social system where behaviour can spread more quickly than on
traditional lattice structures.
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Fig. 4. Graph: Stochastic Best Takes Over

Fig. 5. Graph: Stochastic Imitate the Better
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4.3 Graph neighbourhood propagation

In the previous experiments, we updated strategies by allowing agents learn
from their neighbours, i.e. strategies which are fit in comparison to the neigh-
bours are propagated. We paid no attention to the fitness of neighbourhoods
relative to other neighbouhoods in the population. In this experiment, we allow
fit neighbourhoods to grow. A neighbourhood which is fitter than the average
neighbourhood is allowed to grow in proportional to its fitness above the aver-
age. Similarly, less fit neighbourhoods decrease in size. We investigated the effect
of neighbourhood propagation on our graph topology. Figure 6 shows the out-
come for one of our experiments. Here we initiated our population to 900 with
95% cooperators and experiments were run for 1000 generations. The resulting
graph shows that, initially, defecting strategies quickly flourish and propagate.
However, as the simulation continues and neighbourhoods evolve by propagat-
ing or shrinking depending on their fitness, we can see the decline of defecting
strategies and emergence of a cooperative environment.

Fig. 6. Graph: Stochastic Imitate the Better including Propagation

5 Conclusion & Future Work

In this paper we explored the parameter space, with particular emphasis on
the environment topology. This paper describes a graph topology within which
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agents can participate in a Prisoner’s Dilemma game. A comparison of the graph
topology and traditional topologies for varying parameter ranges shows that
behaviour spreads more quickly through the graph type environment. We see
that in most cases, defection spreads. However, by modifying the graph structure
and allowing neighbourhoods to grow or shrink depending on relative fitness,
cooperation dominates.

Future work will involve exploring a larger strategy set and fuller investiga-
tion into the evolution of the social structure (i.e. the graph topology).
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Abstract. This  paper  describes  a  scalable  mathematical  model  for 
dynamically calculating the number of agents to optimally handle the 
current  load  within  the  Highly  Organised  Team  of  Agents  for 
Information Retrieval (HOTAIR) architecture.

1 Introduction

Indexing  the  World  Wide  Web  is  a  complex  task  that  requires  a  software 
infrastructure that has the ability to crawl through millions of web pages, extracting 
their  content,  and  storing  representations  of  that  content  in  a  form  that  is  most 
appropriate for retrieval.  Traditionally, research in this area has focused upon the 
development of information retrieval techniques that  improve (1) the location and 
extraction of content, and (2) the representation of that content in forms that engender 
higher levels of precision and recall.

While this area of research remains one of the key research areas in Computer 
Science, it is becoming increasingly acknowledged that the design of the architecture 
in which these techniques are embedded is equally important.  In fact, a recent news 
article  on  the  success  of  Google  made the  point  that  “many  people  consider  the 
company's operations expertise more valuable than the actual search algorithms that 
launched the enterprise” [15].  This is reflected in the fact that Google have been able 
to  develop  a  robust  and  reliable  distributed  search  architecture  [1]  that  has  cost 
millions of dollars, rather than the tens of millions of dollars that it has cost other 
competitors.

The  design  of  robust  and  reliable  search  engine  architectures  that  can  scale 
effectively over large numbers of machines is a significant engineering problem.  This 
paper presents one approach to solving this problem through the use of intelligent 
agents [32].  Specifically, it introduces the HOTAIR Search Engine architecture, an 
extensible  and  scalable  architecture  for  the  discovery,  retrieval  and  indexing  of 
documents from multiple heterogeneous information sources.

Within the HOTAIR architecture, extensibility is engendered through the design of 
an architecture that  provides support for:  (1) the plugging in of multiple indexing 
strategies such as the Vector Space Model [25] and the  Extended Boolean Model 
[26];  and  (2)  the  ability  to  rapidly  and  seamlessly  integrate  diverse  sources  of 
information. This requires the use of an open infrastructure that is able to dynamically 
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adapt  its  configuration  to  seamlessly  integrate  new  techniques  and  information 
sources into the system.

Conversely, scalability is engendered through the design of an architecture that can 
be easily expanded as requirements increase.  Typically,  this will take the form of 
increasing the number of machines on which the architecture is deployed. Underlying 
this is  the assumption that  adding more machines will  deliver an improvement in 
performance of  the system. However,  achieving this improvement  is  often a non-
trivial task for a system administrator. It often requires detailed knowledge of both the 
expected  load  that  will  be  placed  on  the  system,  and  the  most  appropriate 
configuration for handling that load. Their task is further complicated by the fact that 
the actual load on such a system will change over time as the number of searches 
increases  and  decreases.  This  can  result  in  the  application  undergoing  significant 
periods of non-optimal performance. Thus, supporting scalability requires a solution 
that is flexible, aware of the current level of demand, and which can dynamically 
adapt  its  configuration  to  reflect  both  changes  in  demand and  the  availability  of 
resources.

The key characteristic that the implemented architecture must conform to is the 
ability to dynamically adapt its configuration as requirements, demand, and resources 
change. These characteristics are synonymous with the types of system that agent 
technologies are most suited to.  This has led to the development of the HOTAIR 
Document Indexing System, a multi-agent system that has been designed to adapt its 
configuration in response to changes in demand, and which supports the seamless 
integration of new techniques and information sources.

Scalability is an important, yet under-researched, aspect of agent platforms. The 
dynamics of multi-agent systems are hard to predict  and the number of  agents  in 
large-scale distributed applications can vary considerably over time.

This paper aims to implement a mathematical model that can be used to estimate 
the number of agents required based on the available resources.  

2 Related Work

The first Internet search engines began to appear in the mid-1990s.  One of the first 
was the World Wide Web Worm (WWWW) [18].  Since their emergence, the main 
focus of  research in  this  area  has  been on the  development  of  better  information 
retrieval techniques.  Perhaps the most successful of these has been PageRank, the 
information retrieval technique that underpins the Google search engine [5].

Traditionally, the implementation of search engines, such as Google, was based on 
cluster-based architectures, with large numbers of low-cost servers located at one or a 
few  locations  and  connected  by  high-speed  LANs  [4].   Their  robustness  and 
reliability  is  commonly  achieved  through  the  replication  of  services  across  many 
different  machines,  and the implementation of  an infrastructure that  automatically 
detects and handles failures [1].

Some researchers, such as ODISSEA [29], have explored the potential of Peer-to-
Peer technology in the design of a next generation of distributed search architectures. 
Others  have  focused  on  the  concept  of  meta-search  [17][27],  focusing  on  the 
definition of strategies for combining results from numerous search engines.
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Another approach to Internet Search is through the use of software agents [13] [14] 
to  perform tasks such as discovering, indexing and filtering documents and routing 
relevant information to users.  By far  the most prominent  agent-based approach is 
through the use of single agent systems, which act as assistants that do all the tasks by 
themselves. For example, POIROT [24] is a web search agent based on relevance, 
LETIZIA  [16]  is  an  agent  that  assists  Web  browsing,  and  CITESEER [2]  is  an 
autonomous citation index finding  relevant research publications on the WWW.

In contrast,  multi-agent  systems are  decentralized and distribute tasks  among a 
number  of  agents.  ACQUIRE [9],  is  an  example  of  a  mobile  agent-based  search 
engine for retrieving data from heterogeneous, distributed data sources. In contrast, 
AMALTEA [19] is a search tool that discovers and filters information using a multi-
agent evolving ecosystem. 

Multi-agent systems are highly dynamic. The number of agents can scale up or 
down to ensure optimal performance [20] [3].  Scalability is also a term that is often 
used  to  refer  to  extensible  functionality.   SAIRE  [21]  is  a  scalable  agent-based 
information retrieval engine because it supports heterogeneous agents.

The problem of scalability and some scaling techniques are described in [31]. An 
overview of  multi - agent system scalability and a labor market application to model 
scalability can be found in [28]. 

3 The HOTAIR Indexing System

The  HOTAIR  Document  Indexing  System  has  been  implemented  using  Agent 
Factory  [8],  a  cohesive  framework  that  delivers  structured  support  for  the 
development and deployment of multi-agent systems, which are comprised of agents 
that are autonomous, situated, social, intentional, rational, and mobile [7].

A diagrammatical overview of the agents that make up the system architecture is 
presented  in  figure  1.  The  actual  number  of  agents  that  exist  at  any  time  varies 
depending upon the demand on and the resources available to the system. In addition, 
these agents are deployed over a number of different agent platforms that reside on 
different physical machines.

The creation of agents is a service that is provided by the Platform Manager (PM) 
system agent. Each agent platform contains a PM, which is responsible for handling 
requests to create more agents. Upon receipt of a request, a PM negotiates with its 
counterparts to decide on which machine(s) the requested agent(s) should be created. 
If there are insufficient resources to create all of the requested agent(s), then the PM 
agents can either refuse or partially fulfil the request.

3.1 The HOTAIR Agents

Within the HOTAIR architecture, the  Data Gatherer  (DG) agents are charged with 
the task of analyzing information sources. In the current version of the architecture, 
two types of DG have been implemented: the Collection DGs are used to process 
documents stored within static Document Collections,  while  the Web DGs are,  in 
essence, web spiders that are crawling the World Wide Web. All DG agents follow a 
common behaviour, they search their assigned information source, discovering new 
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documents  and  downloading  them  into  a  temporary  cache.  Internally  assigned 
document identifiers are added to an internal queue and the Broker agent is informed 
of the existence of new documents.

Fig. 1. The HOTAIR Document Indexing System

The Broker agent is responsible for monitoring the status of the DG’s. This status 
is currently represented as the size of each DG’s document queue. Periodically, the 
Broker requests a status update from each DG. Whenever a DG’s status changes, the 
Broker reviews how many Document Agents  (DAs) to assign to it.  If  the Broker 
decides that there are not currently enough DAs, then it asks the local AMS agent to 
create more DAs. As discussed earlier, this request may be refused. Thus, in cases 
where the Broker has an insufficient number of DAs, the Broker assigns DAs to DGs 
that are most in need of additional DAs. When significant disparities exist, the Broker 
re-assigns some existing DAs to different DGs.

Document  Agents  (DAs)  encapsulate  the  workflow of  the  system,  that  is,  they 
know how to get a document indexed. Currently, indexing a document involves: (1) 
getting a document from the DG, (2) getting the document translated by a Translator 
agent, and (3) getting the document indexed by an Indexer agent. Once assigned to a 
DG,  each  DA follows  the  prescribed  workflow until  either  the  DG has  no  more 
documents or the Broker re-assigns it to another DG. Once an assignment finishes, 
the Broker either re-assigns the DA or instructs it to terminate itself.

The Translator agents are responsible for translating documents from their native 
format into an internal format, known as the Hotair Document Format (HDF), that is 
understood by the Indexers.  Each Translator specializes in translating one type of 
document. Currently supported formats include: Portable Document Format (PDF), 
HTML,  Postscript  (PS),  and  plain  text.  Should  demand  for  a  translation  service 
become excessive, a Translator is able to use the Agent Factory cloning capability to 
clone itself [30]. Excessiveness is currently measured by demand passing a prescribed 
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threshold. Once created, the load is spread between the original and the clone. The 
clone is terminated if demand falls below a second lower threshold.

The  Indexer  agent is  responsible for indexing documents.  Eventually,  HOTAIR 
will  support  numerous indexing strategies,  however,  currently it  supports only the 
Vector Space Model. As with the Translators, Indexers are able to clone themselves 
should demand pass a given threshold.

The final set of agents is the Query agents. These agents query the document index 
on  behalf  of  the  user.  They  provide  an  agent-oriented  interface  to  the  HOTAIR 
system. In future versions of the architecture, these agents will perform a number of 
additional activities, including query expansion and user modelling.

4 HOTAIR Scalability Model

The HOTAIR architecture specifies three key points of adaptation: (1) through the 
cloning of  Indexer  Agents,  (2)  through the  cloning of  Translator  Agents,  and (3) 
through the creation of Document Agents.  

Document Agent Scalability impacts the speed at which documents are indexed 
[22].  For a collection of documents, there will be a specific number of Document 
Agents, for which the document indexing speed is optimal. These agents process this 
collection more efficiently than other number of agents.  

The Broker agent decides the optimal number of Document Agents to process a 
collection of documents. It uses a formula that represents a Scalable Document Agent 
Model.

 4.1 Scalability model using Multiple Linear Regression

There are two main features of a document collection or group of documents : their 
size (total number of occurrences i.e. total number of words with repetition) No and 
the number of documents Nd. For each collection, it is possible to explore manually 
which is the optimal number of agents Nda  that  performs best in terms of time.

The objective of the experiment presented below is to find an equation that allows 
us  to  calculate  automatically  the  optimal  number  of  agents  from  any  group  of 
documents.

A solution can be found using a Multiple Linear Regression (MLR) [23]. MLR is a 
method used to model the linear relationship between a dependent variable and one or 
more independent variables or predictor variables.  MLR is based on least squares: the 
model is fit such that the sum of squares of differences of observed and predicted is 
minimized. A general model expresses the value of a variable Y as a linear function 
of one or more variable Xi and an error term: Y = b0 + b1 X1 +…..+ bk Xk +  where ε ε 
~ N(0,σ

2
). b0 is a regression constant, bi is the coefficient on the i

th
 predictor variable 

Xi, k is the number of variables and  is the error term.ε
If we have n experiences, the model Yj = b0j + b1j X1j +…..+ bkj Xkj + εj, (j=1…n), 

can be compactly written using a matrix notation Y=XB+E where

Y= ( )Yn,........Y2,Y1 ; B= ( )bk,........b2,b1 ;
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 E= ( )εεε n,........2,1 ; X=

Xkn..X n11

.....

.....

X 2k..X121

X 1k..X111

;     (1)

B values can be estimated using the equation Bs= (X’X)-1X’Y.

4.2 Scalable Document Agent Model

We validate the MLR scalability model using Document Agents. Our response would 
be the optimal number of Document agents Nda and our predictor variables Nd and No 

:  Nda = f (Nd,  No  ).The optimal number,  Nda,  represents the number of a group of 
Document  Agents  that  process  documents  quicker  than  other  groups  for  every 
combination (Nd , No). The best group was chosen analysing time processing t(Nd , No) 

of 50 agent groups from 1 agent to 50 agents.  Every t(Nd , No) was calculated several 
times and Nda is the integer nearest the mean of the results.

The results were obtained using 3 document collections, each of which contained 
1000  documents.  The  first  two collections  are  subsets  of  the  Cranfield  and  Med 
collections, while the 3

rd

 collection is comprised of single word documents (i.e. one 
word per document). This collection is unusual but necessary to get a general model 
valid for any kind of document.                  

The  table  1  shows  a  selection  from  n=30  observations  of  Nda from  different 
combinations (Nd , No). The n observations have been selected independently of one 
another. 

Nd No Nda

---------------------------------------------------------------------------------------------------
………. ………. ………
1 26 1
50 227 7
100     6411         15
600 39404 24
1000    65454  32
1000 1000 18
………..   ……….. ……….

Table 1: Table of the different combination (Nd , No, Nda).
The model found is :  ( ) No×Nd×b3+Ndln×b2+Nd×b1+b0=Nda where b0  = 

1.6563;  b1  = -0.0097; b2  = 3.5143;  b3   = 2.3364e-007. The Figure 2 shows a 3D 
representation of the model.
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Fig. 2: 3D representation between the Optimal DAs number and the occurrences and 
documents number. 

Table 2 shows the parameters used to validate the model. A Fisher test [23] is used 
to explain the model utility and a coefficient of correlation R is used to calculate the 
explanatory power of the regression (2). 

R F – ratio Significant
--------------------------------------------------------------------------------------------------
0.9671  F = 110.8083 1%

Table. 2: Validation of the model 

     R = 
Nda-Nda

Nda-N̂da ; F =
( ) ( )

( ) ( )N̂da-Nda 2k

Nda-N̂da
21-k-n

Σ

Σ
;       (2)

Ndaˆ :  fitted values, Nda : mean of the Nda observations, Nda  : observations

The value of R compared with the value 1 suggests that the chosen model has been 
very successful in relating Nda to the predictors. The Fisher test (F-ratio) shows that 
we have a significant model and it means there is a useful linear relationship between 
Nda and at least one of the predictors. 

A Student test [23] ( t-ratio Ti =bi / SD(bi) where SD is the standard deviation of 
bi) was used to determinate if all the coefficients of the predictor variables are useful. 
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Term b1 b2 b3 
---------------------------------------------------------------------------------------------------
Significant * ** **

Table. 3: ** means very significant , * significant. 

The Student test shows that all our coefficients are useful. Consequently, we have a 
significant model with the minimum number of predictors.

4.3 Discussion

The model found represents a general view of how the Document Agent community 
scales as the number of documents to be process changes.

A  document  for  any  quantity  of  occurrences  needs  one  DA  always.  From  a 
collection of 5 documents the number of agents begins to change in relation to the 
number of occurrences. 

The 3D graph shown in figure 2 shows that the optimal DAs number increases 
when the documents and occurrences number increases. Document number is more 
important than the occurrence number. But both are significant from the Student test.  

In practice the optimal number of agents is an integer, consequently the estimated 
float value from the model is rounded to the nearest integer.

This model for documents uses the number of occurrences No like a predictor. Due 
to the high correlation between the No and the number of bits of each document Nb, 
other similar model could be found using Nd and Nb instead of Nd and No. This new 
model should be better for indexing web pages et/or documents dynamically.  Nd and 
Nb can be obtained before processing the documents.

5  Conclusions / Future Work

This  paper  presents  a  Document  Agent  Scalability  model  for  the  HOTAIR 
architecture.  This  architecture  is  able  to  dynamically  reconfigure  itself  to  reflect 
changes  in  demand through either  the  creation  of  additional  DAs or  through the 
cloning of Indexer or Translator agents.

The model allows us to study HOTAIR Scalability and automatically gives the 
optimal number of DAs for any collection of documents.  The performance of  the 
HOTAIR architecture improves from a priori knowledge of the optimal number of 
agents using a model. The Broker agent assigns to the system the optimal number of 
Document Agents to process a collection of documents. 

It is our intention to use the same procedure to build a Scalable Model for other 
types of HOTAIR agents, namely: Indexer Agents and Data Gatherer Agents.  

While these experiments are based on a simplified HOTAIR Document Indexing 
System, we believe that the results are still valid.  In particular, it would seem sensible 
to assume that, once the optimal number of DAs has been reached for a given indexer, 
then performance can only be improved by adding another indexer.
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Abstract. One popular multi-disciplinary view on the architecture of the 
minds of natural creatures is of a mind sub-divided and organized into a set of 
specialised and semi-autonomous agents, each with insufficient intelligence to 
drive the whole creature alone, but with an ability to work with other agents in 
what has generally become known as a society of mind. Though such models 
are popular in AI, building truly diverse minds is difficult since it must require 
the integration of the work of multiple independent authors. Since reuse is not 
a key concern for AI developers, at least to the degree that it is considered im-
portant by software engineers, non-intrusive mechanisms are required to reuse 
software and integrate agents into societies. One such attempt, using a com-
mon interface and simple arbitration is described here.  

1   Introduction 

The term Society of Mind, originally coined by Minsky [18], has come to refer to 
any type of modular intelligence where multiple, specialised, semi-independent, 
individually mindless agents contribute to a single, whole intelligence which 
emerges through their individual expression and collective competition and coopera-
tion.  

Agents in such societies employ heterogeneous algorithms, specialised for the goal 
they are addressing or the task they are designed to carry out. Within the society 
however, all agents generally present a standard interface to each-other which masks 
the differences between the algorithms neatly encapsulated inside the agent. 

The popularity of this model in artificial intelligence research is due to both the 
psychological plausibility [7, 10, 23] and the demands placed on the engineer of 
complex artificial intelligences. From an engineering perspective, it is widely ac-
cepted that the modular approach to systems development facilitates incremental 
development, software reuse, increased understanding of components and improved 
maintenance [17]. Given the strengths of the modular, or object oriented approach to 
software engineering, many advances have been made in the development of object 
oriented patterns, standards, platforms and languages [8, 9, 25]. 

Outside of the field of multi-agent systems (MAS) [31], particularly Internet 
agents, the AI community has paid little attention to the standardisation efforts tak-
ing place in software engineering. Specifically, those areas of AI closely aligned with 
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the Society of Mind (SOM) approach have much to gain from standardisation of 
agent interfaces, although little work has been done in the area.  

The most important benefit of standardisation of SOM agents is the ability to take 
an agent from one society and easily integrate it into another society, effectively 
reuse the agent (and consequently its algorithm) elsewhere. This simplifies the task 
of the AI researcher who wants to develop systems with truly diverse components, as 
the details of the implementation are hidden behind an easily understood, standard 
public interface.  

This paper describes a first attempt at developing such a standard interface. We 
review a number of different approaches to developing agents for an SOM and show 
the key commonalities that can be easily captured in a standard interface. In brief, all 
agents in an SOM can provide the following information: 

 
1. An expression of whether or not it is interested in the current state of the 

world i.e. does it want control of the body. 
2. An action, or course of action to pursue, or to avoid. 
3. An estimate of the duration of the course of action. 
4. An estimate of how urgently it requires control. 

 
In section 2 we describe a standard Society of Mind. There are many differences 

between the numerous implementations described in the published literature over the 
past decades, so our description is at a relatively high level. The remaining sections 
discuss the World-Wide-Mind project, and various modular approaches to AI, before 
describing our attempts to standardise an interface that can be used by diverse agents 
in an SOM. 

2   A Society of Mind 

The term Society of Mind was first introduced in Marvin Minsky’s famous book 
of that title in the mid-1980s [18]. Minsky proposed that the mind is far too complex 
to be described by a single, clean set of rules, rather the mind must be composed of a 
large, interconnected set of mindless, focused, diverse specialists, too useless on their 
own to take command of the creature they were hosted by, but valuable citizens 
nonetheless in a society of agents. Two of the main points in the proposal, modular-
ity and diversity, had received earlier treatment from Minsky and had served as an 
alternative view on the ongoing debate between the symbolic and connectionist ap-
proaches to AI [19].  

In the Society of Mind, and in subsequent work [20], Minsky defined a variety of 
types of agents, each involved in the management, selection, admission and censor-
ship of other agents who are selfishly trying to express themselves and exploit others. 
The theory was relatively high level and served as a foundation for much work in AI, 
with many authors describing their architectures as Societies of Mind [26], but Min-
sky’s proposal never turned into an actual implementation. Work directly influenced 
by this theory is, however, currently being undertaken under Minsky’s own supervi-
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sion, where the focus is on cognitive diversity, or supporting multiple “ways to 
think” [27]. 

2.1 Characteristics 

Some of the most important points of the Society of Mind theory are: 
 

1. Diversity. This is the single most crucial dimension to the theory. No complex, 
adaptive mind could be limited to a single approach. Animals display a variety of 
behaviours, both innate and learned, use different types of memory for different 
problems, and learn different solutions in different ways. No single set of rules, 
akin to Newton’s Laws in physics, could capture this diversity. 

2. Specialists. Individual agents in the Society of Mind are specialists, capable of a 
single small contribution to the society. Some agents specialise in managing other 
agents by turning them on, or suppressing or censoring their output.  

3. Communication. No single communication language could prevail throughout the 
society. Individual agents are not sophisticated enough to be able to speak the 
same language as all other agents in order to communicate, rather agents exploit 
or use each other by becoming activated at the same time. 

4. Lack of Centralised Control: Variously referred to as the homunculus problem, or 
the Cartesian Theatre [10], the Society of Mind rejects the notion of a single cen-
tralised agent who is responsible for the management of the entire society.  

5. Redundancy: Given the diversity of the agents in the society as well as the lack of 
centralized control, there are a variety of ways to think about, or approach any 
problem, so the society can continue to function in the absence of any of its 
agents. 

3   SOM Implementations 

In this section we describe some AI implementations that align closely with Soci-
ety of Mind theory, in particular the five key points identified in section 2. 

3.1 The Subsumption Architecture 

Brooks subsumption architecture (SA) [3] represented a new departure for AI. 
Occurring around the same time as the publication of the Society of Mind, its intro-
duction challenged much established practise in robotics and more generally in AI, 
as the first implementation of a behaviour based system. Much attention in behaviour 
based robotics, and more generally in behaviour based AI focussed on the removal of 
knowledge representation and reasoning [4] as core components of an intelligent 
system, but equally important was the idea of dividing an intelligent system into 
individual components that assumed responsibility for taking sensory input directly 
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from the environment, and producing behaviour by directly influencing the actuators 
of the system. The components of the system, termed behaviours, were organised into 
layers where it was assumed that behaviours in the same layer would not conflict 
with each other. Behaviours in higher layers could over-ride the inputs to, or outputs 
from, behaviours at lower layers. In this way conflict was averted since higher layer 
behaviours always took precedence.  

3.2 Behaviour Based AI 

The past two decades have seen considerable advances in the behaviour based ap-
proach to AI [1, 16]. Various implementations have violated the early restrictions on 
knowledge representation by incorporating state into the behaviours [6]. Of particu-
lar interest however, are the wide variety of conflict resolution strategies that have 
been tried and tested [24]. One of the first deviations from the SA was Steel’s archi-
tecture [28], where the outputs from the behaviours were summed to produce the 
cumulative output of the whole system. In his system all output was realised, and the 
complex behaviour of the robot emerged.  

Maes’ network of competencies [14] marries together a connectionist approach to 
intelligent systems with symbolic representation. Competencies represented activa-
tion controlled agents which triggered when a set of preconditions were met. Activa-
tion spread between competencies along links established according to conditions 
and lists associated with each competency. The action of the system was determined 
according to the activation levels, so like Brooks’ and Steels’ architecture, there was 
no centralised action selection or arbitration. 

Tyrrell’s [30] extension of roboticists Rosenblatt and Payton’s architecture pro-
vided action selection by passing activation within a hierarchy of nodes, where inter-
nal nodes represented neither primitive actions nor whole agents. Leaf nodes repre-
sented primitive actions, where the action with the highest level of activation was 
chosen by the system. 

Bryson’s Behaviour Oriented Design (BOD) [6] is a methodology based on Object 
Oriented Design [9], with a centralised action selection mechanism. Behaviours are 
designed in an iterative fashion according to the requirements of the system, and 
encapsulate all the perceptive and action producing state and behaviour required. 
Action selection is centralised in a dedicated module, which identifies prioritised 
drive collections, competencies and action patterns from which it selects a behaviour 
to execute. 

3.3 Modular Reinforcement Learners 

Reinforcement learning (RL) [29] is a technique that allows an agent develop its 
own model of action in an environment by trying out actions according to a policy 
which is updated as the agent receives rewards and punishments. It removes the need 
for hand coding courses of action into the agent, but is limited by the memory re-
quirements for large state-action spaces. A frequently used technique for addressing 

372



the problem of large state spaces is the division of a single agent into a society of 
agents, each member of which takes responsibility for learning sub-sections of the 
state space, or learning about individual goals or sub-goals. In behaviour based AI it 
has been used to both learn how to behave, and how to co-ordinate behaviour [15], 
often separately but sometimes together [11]. An advantage of combining learning 
within the individual agent with learning co-ordination in the society is that the 
reinforcement values learned internally by the individual agents can be propagated to 
higher levels where they can be considered as expressions of how good an agent 
considers an action to be.  

Hierarchical RL [2] has become popular in recent years, where learning occurs 
simultaneously at multiple levels. In some cases the agent is permitted to follow a 
course of action without interruption, whereas in other cases decisions are made at 
higher levels, or collectively among the agents using their reinforcement values. This 
covers instances of both centralised and decentralised action selection. 

3.4 Action Selection 

Action selection is an SOM is the problem of choosing, at any point in time, the 
best behaviour to execute, or the best agent to listen to, or ultimately the best action 
for the body (animal, robot) to take. An agent in an SOM is any component that can 
proactively choose an action, or course of action, and suggest it, or try to execute it. 
In the extensive literature on the subject, these agents are variously referred to as 
behaviours, layers, systems, modules, competences, drives, beings, demons and ho-
munculi among others. The key concern for us is the type of information that these 
agents make available to each-other in order for action selection to take place in the 
society as a whole. 

Tyrrell [30] and Maes [14] both treat the action selection problem, by providing 
lists of the characteristics of effective action selection. A summarised list is given 
here: 

 
1. Action selection must try to satisfy all the goals of the creature. 
2. It must persist with a goal until completion, unless there is a much greater 

benefit for switching to another goal. This must be balanced with the re-
quirement to be opportunistic and reactive to allow goals to be quickly spot-
ted and satisfied where possible. 

3. It must be highly adaptive to changing environments. 
4. It must be able to choose compromise candidates, or actions that can satisfy 

more than one goal. 
 
In general it is assumed that a single agent in an SOM would address a single 

goal, although this is not necessarily always the case. When constructing an SOM 
from diverse agents, it is important that each agent can provide sufficient informa-
tion so that the action selection mechanism, or more generally, the arbitration 
scheme, can attempt to satisfy the criteria listed.  
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4   World-Wide-Mind 

The work described in this paper is taking place as part of the World-Wide-Mind 
(WWM) project [12, 13], a project which attempts to use the World-Wide-Web as a 
mechanism for supporting the scaling up of AI research. Using WWM technology, 
authors of new algorithms, or agents, can make their software available online as a 
web service which can be interacted with remotely. Third parties can then build 
agents which reuse existing agents by incorporating them into societies and arbitrat-
ing between their action choices. Communication between agents takes place by 
exchanging simple XML over HTTP, meaning that the technical knowledge required 
of authors is reduced to a familiarity with some basic web technologies such as CGI 
or Java Servlets.  

At its most basic level, WWM agents are queried by client software at each time-
step. The purpose of the client is to take data from a single agent, and present it to a 
body which can use the data to execute an action or behaviour in a real or simulated 
world. Societies of agents are constructed by providing a high level agent that arbi-
trates between a set of pre-existing agents – effectively carrying out action selection 
akin to standard behaviour based architectures. Both the world and the agent are 
available online as web services, thus making them available to all web users. All the 
components in a society could be developed independently by multiple authors, thus 
facilitating the type of diversity that is rare in a single research group.  

5   Interface 

The interface that is presented by each of the minds, or agents, at the WWM entry 
level just requires each agent to provide an action at each time-step. This requires 
that the higher level arbitration does not have a great deal of information which it 
can use to perform action selection, thus requiring the author of the arbitration 
mechanism to either perform a detailed analysis of the performance of each agent 
separately [22], or contact the author of the individual agent to establish how it is 
making its decision. Without this, it is difficult to perform the type of action selec-
tion described in section 3.4. 

The interface we describe in this section can be used by agent developers to pro-
vide more sophisticated information to arbitration mechanisms, which can in turn 
perform better action selection. 

When queried at each time-step, an agent will return as much of the following in-
formation as possible: 

For each action that it is interested in, either to take or avoid (if it is not interested 
in taking or avoiding any actions i.e. it does not trigger, it returns nothing), it returns 
an action tuple made up of  <a, g, p, t, d, w> where 

 
• a is the action proposed. 
• g is the main goal currently being pursued which can take a null value. 
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• p is the priority (between 0 and 1). All actions proposed by an agent 
should be prioritised relative to each-other. If only one action is being 
proposed, or if all actions are of equal priority then no value is required.  

• t is a boolean value which is used to capture whether or not the agent is 
seeking to take the action (set to true), or avoid the action (false). 

• d is the distance to goal. If this takes a value of 0 then the proposed ac-
tion should result in the agent achieving goal g. Otherwise the agent is 
indicating that there is no point selecting this action now, if its actions 
for the next d steps are not selected. 

• w is the maximum waiting time. Using this value, an agent can state that 
it is willing to let another agent have a go once it can get control within 
w steps. 

 
Using these tuples, agents can express the following: 
 

1. Whether or not they are interested in the competition  
2. A group of actions that they would be equally satisfied with.  
3. The beginning of an action pattern, or sequence. 
4. The achievement of a goal. 
5. The urgency of its action choice. 

6   Experiment 

The problem world used for our experiment is a well known environment used in 
animat (animal/robot) research [32]. Tyrrell’s SE [30] models a small animal in a 
heavily populated dynamic environment. As well as the animal, the world contains 
fruit, cereal food and water (any of which can be toxic), prey, two types of predator, 
other animals, cover where the animal can hide, shade where the animal can cool 
down, dangerous places where the animal can be injured or killed, landmarks the 
animal can use for navigation, a den where the animal can sleep, and creatures with 
which the animal can mate. The animal can choose from a set of 35 different actions 
(9 looking to improve perception, 16 moving, 4 eating or drinking, 2 courting or 
mating, cleaning, sleeping, resting and freezing to avoid detection by predators). The 
animal can only choose one action, but must over time satisfy each of its goals 
(cleaning, obtaining food, obtaining water, temperature regulation, predator avoid-
ance, vigilance, hazard avoidance, irrelevant animal avoidance, sleeping at night, 
staying close to cover, not getting lost, reproduction). Failure to satisfy each of its 
goals to some degree will negatively affect the animal’s health resulting in its death. 
The measure of the success in the SE is the number of times the animal successfully 
mates, but the animal must ensure it lives long enough to be presented with mating 
opportunities. 
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6.1 A Society of Mind for Tyrrell’s Simulated Environment 

Five agents (hunter, lookout, maintenance, mater and navigator) were imple-
mented using simple motivational based algorithms, hidden behind the interface 
described above. Arbitration could have been conducted according to any number of 
algorithms, but to demonstrate how information from the action tuples can be em-
ployed in arbitration, we designed a priority based algorithm, described here. 

Each of the agents is given a level. At every time step the actions of the highest 
level agent are considered first. If any action is suggested which has a waiting time 
of 0, it is selected. If more than one action fits this category then actions from the 
next level are used to break the tie. If no action at the top level has a waiting time of 
0 then the second level is considered. Where numerous actions are of equal priority, 
action choices from the top level down are considered. If no action is selected after 
going through all agents then the process is repeated for a higher waiting time. This 
simple algorithm does not make use of all of the information available from the 
agents but it is able to make good choices with the limited information it uses.  
 

agents = { lookout, mater, maintenance, hunter, navigator } 
wait_max = 0 
while true 
  for each agent in agents 
    for each action in agent 
      if waiting <= wait_max 
        if no other <= wait_max return action 
        else examine other levels return action 
    end for_each 
  end for_each 
  wait_max = wait_max + 1 
end while 

6.2 Results 

Tyrrell implemented five different minds for the creature in his simulated envi-
ronment. Results are shown here for the two algorithms that achieved the best results 
in four versions of his world. (ER&P is the Extended Rosenblatt and Payton algo-
rithm, a monolithic algorithm based on the work of the two named roboticists. 
Drives is a simple ethologically inspired motivation based algorithm)  

 
Version Standard Version  1 Version 2 Version 3 
ER&P 8.09 3.61 8.16 13.38 
Drives 6.44 3.29 6.41 8.78 

 
These values are the average number of times the animal mated over 1,650 runs 

in the world. Tyrrell’s code is freely available online, so each of his algorithms was 
re-tested along with the five agent society of mind giving the following results. 
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Version Standard Version  1 Version 2 Version 3 
ER&P 7.74 3.55 7.88 13.03 
Drives 7.11 3.55 7.14 8.95 
SOM 6.86 3.54 6.35 8.3 

 
Bryson [5] produced a modified version of Tyrrell’s world where food was made 

more scarce – in which she tested her own POSH algorithm as well as Tyrrell’s 
ER&P. Results for her algorithm and the society of mind in this world are below. 

 
Version Standard Version  1 Version 2 Version 3 
ER&P 4.77 2.46 4.56 12.53 
POSH 8.17 3.56 10.79 10.74 
SOM 4.18 2.47 4.6 6.98 

 
The society of mind was able to perform as well as other minds in some worlds. 

The difficulty of reusing agents not specifically designed to work together remains 
but with well designed agents, arbitration can be improved once sufficient informa-
tion is available. 

7   Summary 

The importance of diversity in intelligent systems is well understood. For certain 
AI problems, diversity is a key requirement so mechanisms must be provided that 
facilitate the smooth integration of diverse components. It is important when diverse 
components are being integrated, that a balance is reached between the need to pro-
vide a standard interface to each of the components, and the need to express  infor-
mation about how decisions were made internally in the component, or agent. 

We have described how a standard interface is provided for developing societies of 
mind. We have built on early work on the World-Wide-Mind project by showing that 
a more sophisticated set of parameters at the interface to an agent can capture infor-
mation that is useful for arbitration. We also provide a straightforward priority based 
arbitration mechanism that was used to select between agents and their action 
choices. 

Designing for reuse and integrating reusable components can lead to novel and in-
teresting combinations of agents in societies - resulting in novel and interesting be-
haviour in robots and other artificial intelligences. It also presents opportunities for 
diverse and distributed groups of people to collaborate on the AI problem. Given the 
scale of the problem being dealt with, perhaps reuse and integration is the only way 
to keep our eyes on the prize [21]. 
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Abstract. In order to be useful, conversational recommender systems
should be able to guide users through a product space in the most effi-
cient manner possible, making the most of elicited user feedback to dis-
cover suitable products in the least number of recommendation cycles.
Critiquing is one form of feedback for case-based recommender systems
that has recently emerged as a common way to tackle this problem. A cri-
tique is a user’s directional preference in the product space. For example,
a user might ask for a ‘less expensive’ vacation in a travel recommender;
‘less expensive’ is a critique over the price feature. Previous work on
critiquing-based recommenders has utilized critiques to construct an ex-
plicit model of user preferences. It is used to positively influence the
recommendations made to the user over the course of a session. In this
paper, we propose an alternative strategy, using a Reinforcement Learn-
ing technique to discover suitable products for recommendation based
on the elicited critiques. Our results show that this technique can better
utilize user preferences, reducing recommendation session length, while
being more computationally efficient than previous techniques.

1 Introduction

As information has become more abundant and information access more perva-
sive, people are becoming overwhelmed with the number of choices regarding how
to access, navigate through, and select options in complex information spaces;
the so-called information overload problem [1]. Recommender systems are de-
signed to alleviate this problem by assisting the user to make choices, by helping
to guide and inform the decision making process. Conversational recommender
systems [2] help users navigate through complex product spaces in pursuit of
suitable products using a cyclical recommendation process. In each recommen-
dation cycle, the recommender system will suggest new products to the user and
solicits feedback in order to refine its search for an appropriate suggestion for
the user in the next cycle [3]. At each recommendation cycle, the recommender
utilizes user preferences in order to prioritise products from all the available op-
tions, moving the user to a different part of the product space, closer to their
target product than they were previously. The main advantage of such systems is
that users have more control over the navigation process [4] and at the same time
guide users to target products faster than standard browsing and/or alternative
recommendation approaches [4–6].
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2 Maria Salamó, James Reilly, Lorraine McGinty, and Barry Smyth

In this paper we will use a well-known form of user feedback called critiquing
[4]. A critique is a directional feature preference made by the user in relation to
a presented recommendation. For example, in a travel vacation recommender, a
user might indicate that they are interested in a vacation that is longer than the
currently recommended option; in this instance, longer is a critique over the du-
ration feature. Traditional implementations of critiquing can lead to protracted
recommendation sessions as they tend to focus only on the most recent critique,
ignoring preferences supplied earlier. For example, a holiday-maker might have
received a recommendation for a 2-week package in Spain for ¤1500. She might
be interested in a 1-week holiday for around ¤900 and so indicates that she
would like something cheaper. The system then recommends a 2-week vacation
for ¤800. The user decides to tackle the duration feature in order to get a shorter
holiday. However, on this occasion, she receives a recommendation for a luxury
1-week holiday costing ¤1550 which satisfies the most recent critique but not
the earlier critique.

To address this issue, Reilly et al. introduced a technique called Incremental
Critiquing [7], which maintains a model of user preferences over the course of a
recommendation session and uses this model to make better recommendations
by taking into account all of the user preferences. This approach has shown
significant improvements on recommendation efficiency over standard critiquing
systems. In this paper, we propose an alternative approach to incremental cri-
tiquing that combines user profiling and reinforcement learning to good effect.
In particular we show that this new approach offers considerable computational
efficiency benefits when compared to conventional incremental critiquing, while
at the same time marginally improving recommendation quality.

2 Background

Critiquing, as a form of feedback, is best known by association with the FindMe
recommender systems [4, 8]. The original motivation for critiquing included the
need for a feedback mechanism that was simple for users to understand and
apply, and yet informative enough to focus the recommender system. For in-
stance, the Entrée restaurant recommender [4] presents users with a fixed set of
directional critiques in each recommendation cycle. In this way users can easily
request to see further suggestions that differ from the current recommendation,
in terms of some specific feature. For example, the user may request another
restaurant that is cheaper or more formal, by critiquing its price and style fea-
tures, respectively.

One problem that tends to occur with the standard critiquing system like
Entrée is that when it comes to making a recommendation, no direct consider-
ation is given to the feedback provided by users during previous cycles of the
same session but rather the system only focuses on the last critique. Incremental
critiquing [7] seeks to deal with this problem by giving due consideration to past
critiques during future recommendation cycles. It does this by maintaining a
session-based user model that is made up of those critiques chosen by the user
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so far. This model is given by U = {U1, ..., Un}, where Ui is a single unit critique.
It is used during recommendation to influence the choice of a new product case,
along with the current critique. Maintaining an accurate user model, however,
is not quite as simple as storing a list of previously selected critiques. Users
may not always provide consistent feedback. Sometimes they make mistakes or
change their mind. To eliminate preference inconsistencies, the incremental cri-
tiquing strategy updates the user model by adding the latest critique only after
pruning previous critiques. Specifically, prior to adding a new critique all existing
critiques that are inconsistent with it are removed, as are all existing critiques
for which the new critique is a refinement. The basic idea behind the user model
is that it should be used to influence the recommendation process, prioritising
those product cases that are compatible with the user’s critiques. The standard
approach to critiquing is a two step procedure. First, the remaining cases are
filtered, eliminating those cases that fail to satisfy the current critique to leave
the set of relevant cases. Next, these relevant cases are rank ordered according
to their similarity to the current recommendation. Incremental critiquing makes
one important modification to this procedure. Instead of ordering the filtered
cases on the basis of their similarity to the recommended case, it also computes
a compatibility score (see Equation 1) for each candidate case. The compatibility
score is essentially the percentage of critiques in the user model that this case
satisfies. It is important to note that satisfies(Ui, c

′) returns a score of 1 when
the filtered case, c′, satisfies the critique, Ui, and returns 0 otherwise. Thus a
case that satisfies 3 out of the 5 critiques in a user model obtains a compatibility
score of 0.6.

Compatibility(c′, U) =
∑
∀i satisfies(Ui, c

′)
|U | (1)

IQual(c′, c, U) = β ∗ Compatibility(c′, U) + (1− β) ∗ Sim(c′, c) (2)

The compatibility score and the similarity of candidate c’ to the current rec-
ommended case, c, are then combined in order to obtain an overall quality score
(In equation 2 above, the parameter β is usually set to 0.75). The quality score is
used to rank the filtered cases prior to the next recommendation cycle; of course,
the case with the highest quality is then chosen as the new recommendation. The
above formulation allows us to prioritise those candidate cases that: (1) satisfy
the current critique; (2) are similar to the previous recommended case; and (3)
satisfy as many as possible of the previous critiques. In so doing we are implicitly
treating the past critiques in the user model as soft constraints for future rec-
ommendation cycles; it is not essential for future recommendations to satisfy all
of the previous critiques, but the more they satisfy, the better they are regarded
as recommendation candidates. Moreover, given two candidates that are equally
similar to the previously recommended case, the algorithm prefers the one that
satisfies the greater number of critiques.
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3 An Alternative Approach

While incremental critiquing is quite effective, we believe that there is room for
further improvement. In this section, we describe a similar strategy which also
considers all user preferences when making recommendations, but does not need
to retain an explicit model of user preferences. This new strategy has the poten-
tial to produce better recommendations while also being more computationally
efficient. It differs from incremental critiquing in two aspects: (1) it uses a dif-
ferent case compatibility measure based on Reinforcement Learning; and (2) it
uses a different case selection algorithm.

3.1 Compatibility based on Reinforcement Learning

The incremental critiquing compatibility measure suffers from two basic prob-
lems. First of all, it treats all user model critiques equally when computing case
compatibility. For example, a case that satisfies the first and third of three pos-
sible critiques, and a case that satisfies the second and third will have the same
compatibility value of 0.66. We believe that the more recent critiques should hold
more sway that earlier critiques because over time, the critiques will become more
refined, better expressing user preferences than earlier critiques. Secondly, the
compatibility values produced are highly dependant on the number of critiques
in the user model. This could make it difficult to adapt to different domains
where the size of the user model is very large or very small. Ideally, we would
like a compatibility score that does not suffer from these problems.

An alternative way to view case recommendation is as an optimization prob-
lem in which we are trying to recommend cases that maximise the satisfiability
of user preferences. Accordingly, we can evaluate the remaining cases as if they
were a set of states in a Reinforcement Learning Problem (RLP) [9], which con-
sists of maximising the sum of future rewards in a set of states. Reinforcement
Learning theory is usually based on Finite Markov Decision Processes (FMDP).
The use of FMDP allows a mathematical formulation of the RLP and therefore
the suitability of RL algorithms for optimization can be mathematically proven.
Each case is treated as a state whose compatibility score is updated at each cy-
cle using a Monte-Carlo value function (see Equation 3). This function evaluates
the goodness of each state — for us the possible states are the complete set of
remaining cases we want to enhance — according to the critiques the user has
selected.

Compatibility(c′, Uf ) =
{

comp(c′) + α× (1− comp(c′)) if c′ dissatisfies Uf

comp(c′) + α× (0− comp(c′)) otherwise
(3)

Our goal is to maximally satisfy all the user preferences. Thus, we are looking
for a set of maximally compatible cases (i.e., those cases which have the highest
compatibility (comp) value considering all the user preferences (U) or past cri-
tiques). At the beginning of each session each candidate case, c′, has a default
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compatibility value (i.e., comp(c′)= 0.5). The compatibility value for each case
is updated on every cycle, taking into account whether or not it satisfies the
current critique for that cycle.

The α parameter in Equation 3 is the learning rate which is usually set up
to 0.1 or 0.2 values; a larger value leads to a larger gap between cases in early
stages. In our case, the learning rate is not important since we are looking for
levels of satisfaction. In other words, we are not trying to obtain a set of states
that arrive as quickly as possible to a 1.0 value, as usually is done in RLP.

It is important to note that Equation 3 updates the compatibility value
stored by each case according to the last user critique (Uf ) as opposed to com-
puting all the set of critiques like the incremental approach (see Equation 1). The
Compatibility(c′, Uf ) value computed in the current cycle will be the comp(c′)
in the next cycle. At the start of a recommendation session each case is assigned
a default value. At every cycle, after the user specifies a critique, the compatibil-
ity for each case is updated taking into account it’s previous compatibility value
and the current critique only. The compatibility function only evaluates the n
remaining cases to one critique, which produces a computational cost of O(n).

For evaluating case compatibilities, the RL strategy is much more computa-
tionally efficient than incremental critiquing. When computing the compatibility
of cases, an incremental recommender needs to check the compatibility of all rel-
evant cases (n) to all of the critiques contained in the user model (U) (see
Equation 1). Put differently, if the user-model contains (u) critiques and there
are (n) cases relevant to the current critique, the computational cost of evaluat-
ing the compatibility is O(n× u). This cost may seem small but if the product
space is large, the cost of computing the compatibility score may be significant.

However, users may not be entirely consistent in their feedback behavior,
they may make mistakes or make sub-optimal critique selections. Incremental
critiquing caters for this situation by pruning the user model of critiques that
contradict previously supplied critiques and critiques for which the current selec-
tion is a refinement. The RL strategy doesn’t deal explicitly with contradictory
and refining critiques, but the RL compatibility score does prioritise those cases
that satisfy the most recent critiques. So for example, if a user supplies a critique
[< ¤500] in one cycle and then a few cycles later supplied [> ¤500], the latter,
more recent critique will increase the score for compatible cases while reducing
the score of the incompatible cases. In this way, the RL strategy intrinsically
controls the contradictory critiques and so will still promote the most suitable
cases for recommendation.

3.2 Highest Compatibility Product Recommendation

One of the drawbacks with the original incremental critiquing strategy is that
it does not always return recommendations that maximally satisfy the user’s
preferences. With incremental critiquing, cases are ranked according to a quality
metric, which is a simple function combining case compatibility and similarity
(see Equation 2). However this is not ideal, as we would prefer to retrieve those
cases which maximally satisfy the user preferences and recommend from that set,
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the cases that are most similar to current query. By combining compatibility and
similarity together to rank-order cases, the incremental critiquing quality metric
does not always exhibit this desired behaviour, sometimes preferring a more
similar case rather than the most compatible. Another issue with the incremental
strategy is that the similarity of every relevant case must be computed even if
that case is not very compatible with user model.

We propose a new strategy for product recommendation, Highest Compat-
ibility Selection (HCS) that aims to eliminate this problem. The new strategy
is presented below in Figure 1. When selecting cases for recommendation, there
are two steps. Firstly, we rank order the list of relevant cases according to the
compatibility score and select from that list those cases with the highest compat-
ibility score (CB′′). Secondly, we sort that list in order of decreasing similarity
to the currently recommended case. The net result of this new recommendation
strategy is that cases that are most compatible with the user’s preferences are
recommended, without letting the similarity score adversely effect the recom-
mendations made. This strategy also reduces the computational effort required
to recommend a case, as the system only computes the similarity for those cases
with the highest compatibility score, whereas previously it was computed for
every case.

q: query, CB: CaseBase, cq: critique, cr : current recommendation, U: User Model

1.define ItemRecommend(q, CB, cq, U)

2. CB’ ¬ {c Î CB | Satisfies(c, cq)}

3. CB’ ¬ sort cases in CB’ in decreasing compatibility score

4. CB’’ ¬ selects those cases in CB’ with highest compatibility

5. CB’’ ¬ sort cases in CB’’ in decreasing order of their sim to q

6. cr ¬ most similar case in CB’’

7.return cr

q: query, CB: CaseBase, cq: critique, cr : current recommendation, U: User Model

1.define ItemRecommend(q, CB, cq, U)

2. CB’ ¬ {c Î CB | Satisfies(c, cq)}

3. CB’ ¬ sort cases in CB’ in decreasing compatibility score

4. CB’’ ¬ selects those cases in CB’ with highest compatibility

5. CB’’ ¬ sort cases in CB’’ in decreasing order of their sim to q

6. cr ¬ most similar case in CB’’

7.return cr

Fig. 1. Adapting the incremental critiquing algorithm ItemRecommend procedure to
use the Highest Compatibility Selection strategy

4 Evaluation

So far we have argued that the traditional and incremental forms of critiquing
are limited by their tendency to recommend cases that do not always maximally
satisfy user preferences. We have proposed two modifications. Firstly, we have
proposed a different case-compatibility measure using Reinforcement Learning.
Secondly, we have proposed a new case recommendation strategy that encour-
ages the system to recommend cases that maximially satisfy user preferences.
In this section we describe the results of our evaluation which show that these
modifications combined can lead to efficiency improvements in terms of reduced
session length for the user and reduced computational time for producing rec-
ommendations. This evaluation uses the same methodology as described in [10,
11], the details of which are provided in the following sections.
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4.1 Setup & Methodology

The evaluation was performed using the standard Travel dataset (available from
http://www.ai-cbr.org) which consists of 1024 vacation cases. Each case is de-
scribed in terms of 9 features including price, duration, etc. The dataset was
chosen because it contains numerical and nominal features and it also provides a
wide search space. We are evaluating a system using highest compatibility selec-
tion HCS strategy with the Reinforcement Learning compatibility score (which
we will term HCS-RL) and compare it to an incremental critiquing system (IC).
The efficiency improvements of incremental critiquing over standard critiquing
have already been documented [7]. For this reason, we only compare our new
system to an incremental system.

In our experiments, each case (base) in the case base is temporarily removed
and used in two ways. First, it serves as a basis for a set of queries by taking
random subsets of its features. We focus on subsets of 1, 3 and 5 features to
allow us to distinguish between hard, moderate and easy queries respectively.
Second, we select the case that is most similar to the original base. These cases
are the recommendation targets for the experiments. Thus, the base represents
the ideal query for a user, the generated query is the initial query provided by
the ‘user’, and the target is the best available case for the user. Each generated
query is a test problem for the recommender, and in each recommendation cycle
the ‘user’ picks a critique that is compatible with the known target case; that
is, a critique that when applied to the remaining cases, results in the target
case being left in the filtered set of cases. Each leave-one-out pass through the
case-base is repeated 10 times and the recommendation sessions terminate when
the target case is returned.

4.2 Recommendation Efficiency

We are interested in how the proposed HCS-RL strategy affects recommendation
efficiency, that is, the number of cycles before the target case is returned to the
user. Importantly, we are not necessarily expecting HCS-RL to significantly im-
prove recommendation efficiency by producing shorter sessions. The real benefit
of HCS-RL is likely to be derived from its computational efficiency compared to
incremental critiquing, because the case selection strategy is similar in its basis
for both strategies but different in computational complexity. However, it is im-
portant, if this is the case, to ensure that the computational efficiency benefits
do not come at a session length cost. Figure 2 (A and B) indicates that HCS-RL
does not incur such a cost. In every case, session length remains at incremental
critiquing levels. In fact, we witness minor but consistent reductions in session
length across all query sizes.

Figure 2(A) shows that the HCS-RL setup consistently improves on the rec-
ommendation efficiency of incremental critiquing across all query difficulties. For
example, for the easiest queries (5 features specified), the HCS-RL results in an
average session length of 8 cycles, compared to the 8.3 cycles for the IC setup
– a session length decrease of nearly 4%. For the most difficult queries (only 1
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Fig. 2. Average session length per recommender

feature specified), HCS-RL produces sessions of length 12.0 cycles, whereas the
IC system takes on average 12.8 cycles and the benefit here falls to around 2%.
In summary, HCS-RL marginally outperforms incremental critiquing in terms of
session-lengths, the average session length reduction is between 2% and 4%.

4.3 Computational Time

The results so far show that our HCS-RL manages to achieve similar session
lengths to the standard approach to incremental critiquing. However, as we il-
lustrated earlier, the HCS-RL system should be more efficient in terms of compu-
tational complexity. This can be quite important if the system has to deal with
thousands of users simultaneously searching a large product catalogue. When
carrying out the above experiments, we also measured the time spent by both
setups in milliseconds to verify that HCS-RL is more computationally efficient.

Figure 3 graphs the average number of milliseconds spent by each setup
per cycle and the benefit relative to the incremental critiquing approach for
easy, moderate and difficult queries. The computational time for the IC setup
remains static, with each cycle taking roughly 3.0 ms for all query difficulties.
As expected, the HCS-RL setup is much more efficient than IC, taking around
2.25 ms for sessions starting with the easiest queries reducing down to 2.0 ms for
the hardest queries. From the benefit graph, it’s quite clear to see that HCS-RL
is much more efficient than IC as query difficulty and session length increases –
with queries of length 5 the benefit is around 25% and this rises to 35% for the
most difficult queries.

To assess the overall savings in terms of computational time offered by
the HCS-RL system, we calculated the average computational time per session
(tsession = #cycles × tcycle) which is the sum of the computational time of all
the cycles in a session. This gives us a much clearer indication of the benefit of
using HCS-RL in comparison to IC. Figure 4(A) graphs the total session time in
milliseconds for each approach for different query sizes. The results are similar
to the ones presented above on the per cycle-basis, but we can see that time per
session decreases for moderate and easy queries because the number of cycles is
also reduced. From the benefit graph we can see that overall computation time is
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decreased by between 43% and 46%. Put differently, the the HCS-RL approach
can search for nearly double the number of products in the same time as IC.
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5 Conclusions

Critiquing is an important form of user feedback that is ideally suited to many
recommendation scenarios. It is straightforward to implement, easy to under-
stand and use, and it has been shown to be effective at guiding conversational
recommender systems. There has been a lot of research focusing on improving
the efficiency of critiquing in conversational recommender systems. Incremental
critiquing is one strategy for achieving this, by maintaining a model of user pref-
erences in order to make recommendations that are compatible with all of the
user’s requirements, rather than just the most recently elicited preference. The
net result is that by using the incremental critiquing strategy, the recommender
focuses quickly on the areas in the product-space that are more in line with the
user’s preferences.

387
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In this paper, we have proposed an alternative strategy for incremental cri-
tiquing that aims to achieve the same recommender efficiency results but with-
out the overhead of maintaining an explicit user model. This strategy is made
up of two techniques. Firstly, we have introduced a more efficient case recom-
mendation strategy, highest compatibiblity selection, which selects those cases
that maximally satisfy the user’s preferences. Secondly we have introduced a
new case-compatibility score, which uses a Reinforcement Learning technique
to rank cases according to their compatibility with the user’s preferences. This
technique is also more computationally efficient than incremental critiquing.

Our experiments indicate that the proposed product recommendation strat-
egy has the potential to significantly reduce the computational time and also to
slightly improve recommendation efficiency. These computational improvements
allow the proposed strategy to support much larger product case-bases without
suffering any loss in performance when compared to incremental critiquing. Im-
portantly, our proposal is sufficiently general to be applicable across a wide range
of recommendation scenarios, especially those that assume a complex product-
space where recommendation sessions are likely to be protracted.
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Abstract. A great deal of research has been conducted in the area of musical 
analysis.  However, very little has been done with respect to utilising the 
MPEG-7 metadata standard to describe the structural content of music at a 
fine level of granularity.  The aim of this paper is to provide an overview of 
the field of structural musical analysis and to present an architecture for the 
AMUSED system for automated structural analysis and description using the 
MPEG-7 standard.  

 
1. Introduction 
 
A great deal of research has been conducted in the area of musical analysis, both non-
automated and automated, and some with particular emphasis on musical structure.    
However, very little has been done with respect to using the relatively new MPEG-7 
standard as a basis for the description of hierarchical musical structure.  MPEG-7 is 
particularly useful as it produces a standardised output which can potentially be used 
within other systems.  We are developing a system called AMUSED (Automated 
MUsical StructurE Description) which performs real-time structural analysis using the 
MPEG-7 standard as a basis for the identification and the subsequent description of 
musical structure.  Output from AMUSED will be in the form of an MPEG-7 
compliant XML file.  This output will be useful to a number of applications which 
seek to recognise musical structure, such as interactive music performance, visual 
based music applications or error concealment modules within streaming media 
algorithms, among other applications.  This paper aims to provide an overview of 
previous research in the field of musical analysis and the use of XML in music 
notation, leading up to an introduction to the MPEG-7 standard and presentation of 
the proposed Automated MUsical StructurE Description (AMUSED) system 
architecture for identification and description of musical structure using MPEG-7 
Audio. 
 
2. Automated Music Structure Analysis 

 
The automated discovery of patterns within music is an important problem within 
computational music analysis.  Patterns emerge from repetitions within the music 
itself, and these patterns and repetitions are generally a good indication to musical 
structure.  Repetitions can range in size from simple repeating note sequences, to 
recurring sections or phrases within a musical piece.  In much the same way, structure 
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can be defined at differing levels of granularity based on these patterns and 
repetitions; from high level song form down to the single note level, if required.  In 
addition, each of these structures in turn can be interrelated and higher level structures 
can contain complex organization within themselves.   
 
There have been many techniques developed to discover patterns and structure within 
music which have resulted in a number of varying and sometimes complex 
approaches.  To outline them all here would be a lengthy process, therefore only a 
brief overview of a selection of these approaches will be provided.  Patterns have been 
extracted in variety of ways; using multi-dimensional datasets [19], a String-Joining 
approach [13], matrices [1], multiple viewpoints and a suffix tree data structure [6].  
Some even allow the discovery of patterns in retrograde and/or inversion [21], and 
some simply extracts patterns from polyphonic MIDI sequences [20].  Perhaps the 
most novel approach is that in [5]; they use what they call a Spiral Array model for 
recognising and visualising tonal patterns based on pitch/time structures.  Of the 
approaches mentioned thus far none actually deal with the identification of structure, 
only pattern recognition; however, this is a crucial element within the eventual 
identification of structure.  The approaches mentioned next not only identify patterns, 
but also infer some level of coarse musical structure. 
 
Foote and Cooper [10] use a somewhat original matrix style approach to music 
structure visualisation.  They represent a piece of music as a 2-dimensional matrix.  
Within this matrix levels of self-similarity at any one point are indicated by light 
(similar) and dark (dissimilar) shading.  High level structure can be inferred from the 
matrix in the form of intro, verse, chorus, etc.  Dannenberg and Hu [7], Lu and Zhang 
[18], and others also utilise a matrix approach which result in the high level 
identification of structure.  Finally, Vercoe and Chai [27], present a system that can 
automatically analyse the repetitive structure of musical signals; structure is 
discovered through repeating segments within a piece of music.  The output from their 
system is, again, a relatively high level representation of structure in the form of 
ABBA, for example. 
 
Most of these systems appear to work sufficiently well in identifying patterns and, 
where applicable, structure.  However, they all suffer the inability to produce some 
level of universally standardised output, somewhat limiting their use outside their 
current project scope.  In addition, those which do aim to identify structure do so at a 
relatively high, non-hierarchical level.  Furthermore, the actual representation of 
music varied from system to system; e.g. strings, vectors, matrices and even spheres.  
They were also based on a variety of musical information; some on pitch, duration, 
interval, and others on spectral energy, rhythm and timbre.  In addition, some required 
pre-processing before analysis could be performed, which is not ideal for use with 
real-time processing environments.  It would be extremely valuable to have a system 
which analyses and represents all musical information in a standardised way; the 
output of which would be useful to any number of applications, even those outside 
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music theory.  Wiggins, et al [28], go some way towards providing a standard 
representation, but it is not on par with the complex representation possible with 
XML-based notation.  In addition, XML is already standardised and can be easily 
parsed for specific information because it is text-based. 
 
3. XML and Music Notation 

 
XML (eXtensible Markup Language) is a standardised, text-based method for 
describing the structure of data.  It provides a very rich schema for defining complex 
documents and data structures.  Text-based representations are ideal for music.  Music 
does not lend itself to easy interpretation by computer, unlike language which can be 
easily represented and understood by computers because of the ANSI standard.  Of 
particular benefit to music applications is the fact that XML allows support for 
multiple descriptions of the same data, and hierarchies are as fundamental to XML as 
they are to music notation. 
 
There are a variety of XML-based markup projects in existence that are specifically 
aimed at music.  XScore [11], Music Encoding Initiative (MEI) [22], MusicXML 
[26], and Music Content Markup Language (MCML) [25], to name a few.  Although 
all are based on XML, they do have varying purposes.  E.g. XScore is an application 
of XML for describing the musical score, and MCML was developed as part of 
another project (MIDILib) for content-based queries and navigation.  While MEI 
strives to meet a broader range of music applications, it also avoids the confusion of 
other XML standards by using familiar names for elements and attributes, e.g. <note> 
and <chord>.  MusicXML is perhaps the most mature endeavour for music encoding 
using XML. It has its roots in academia and has made its way into a number of 
commercial applications and has even been put forward for standardisation. 
 
There are a few tools which harness the power of XML-based markup languages; as 
mentioned, the MIDILib project utilizes MCML; in addition, MiXA, VExPat and 
Sharpeye, among others, make use of MusicXML.  MiXA is a web based musical 
annotation system [17], whereas VExPat is pattern extraction system which uses the 
MusicXML representation of music as a basis for analysis [24].  Sharpeye is a music 
reader which converts a scanned image of printed music into a MIDI, NIFF or 
MusicXML file [16].  There do not appear to be any XML applications which deal 
explicitly with the automatic identification and representation of structure within 
music. 
 
A potential drawback is that most current DTDs restrict themselves to Common 
Western Music Notation (CWMN), with some including tablature.  MusicXML, e.g. 
was designed to represent musical scores and sheet music, specifically common 
western musical notation from the 17th century onwards [26].  MPEG-7 is a further 
XML-based standard, but is more general in its approach; it is not based on the 
representation of sheet music or scores, but can deal with the representation of music 
directly from the audio file; in addition it can also deal with spoken content.  Analysis 
of the sound file directly frees the representation somewhat from the restrictions of a 
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specific notational approach, like CWMN.  Furthermore, it allows for significantly 
more detailed information to be stored about a particular piece of music. 
 
4. Overview of MPEG-7 Audio 
 
The MPEG-7 standard currently consists of 8 parts, part 4 of which deals specifically 
with the description of audio data; formally recognised as standard 15938-4.  The 
main MPEG-7 elements are Descriptors (D), Description Schemes (DS), and a 
Description Definition Language (DDL).  Ds are intended to describe low-level audio 
features; they are the building blocks of the system.  DSs are designed to describe 
higher level audiovisual features.  DSs produce more complex descriptions by 
combining multiple Ds and DSs and declaring relationships among the description 
components.  The DDL provides the descriptive foundations through which users can 
create their own Ds and DSs [23].   
 
The Audio Framework tools are applicable to the description of general audio; a 
graphical representation of the Framework is provided in Fig. 1.  The generic Audio 
Framework contains low-level descriptors designed to provide a basis for the 
construction of higher level audio description schemes.  The Low-Level Descriptors 
(LLDs) permit the description of an audio signal’s spectral and temporal features.   
   
 

 

Fig. 1.  Audio Framework [14] 

 
In the first version of the standard there were seventeen LLDs for general use in a 
variety of applications.  Since 2004, there has been an extension to the original 
standard (Amendment 1) to include additional Ds for such things as background noise 
level, balance, bandwidth, etc, with proposals for a second amendment to include Ds 
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to describe audio intensity, rhythmic patterns, chord patterns, and so forth [15], [12].  
In addition to the LLDs there are five general sets of high-level audio description 
tools, which aim to encompass some application areas, such as sound recognition, 
musical instrument timbre, spoken content, melodic contour and melody.  These 
specialised tools may be used in conjunction with the other tools within the standard.  
The high-level tools provide both functionality and also serve as examples of how to 
use the low-level framework [14]. 
 
MPEG-7 Ds and DSs have been successfully utilised by a number of projects over the 
last few years in a variety of application areas [2], [4], [8], [9].  These can be broadly 
categorised into one or more of the following areas:  Query-By-Example (QBE), 
fingerprinting for audio identification, indexing and archiving, MPEG-7 authoring 
tools, audio analysis, audio classification, and Digital Rights Management (DRM).  
Musicstructure.com is perhaps the only existing MPEG-7 based application which 
deals solely with the analysis and representation of musical structure, but again this 
system only performs partitioning into a relatively high level structure [3].  MPEG-7 
holds great promise in relation to the useful description of audio.  It will have many 
applications, both within music theory and within information search and retrieval, as 
well as many as yet unknown application areas. 
 
5. AMUSED System Architecture 
 
The Automated MUsical StructurE Description (AMUSED) project seeks to 
overcome the inadequacies identified and provide a novel approach for the automated 
extraction, analysis and description of digital audio structural characteristics.  It aims 
to develop a Java-based real-time architecture which will take digital musical audio 
(in most common formats) as input and produce standardised MPEG-7 compliant 
descriptions of musical structure as output.  A diagram representing an overview of 
the proposed system architecture is shown in Fig. 2.  The main focus will be on the 
accurate description of musical structure, based on within-song similarity, at a fine 
enough granularity to make it universally useful to all manner of applications; e.g. use 
within a visual based music application or an error concealment module within a 
streaming media application, or for use within music theory or musical analysis.  
Since the MPEG-7 output file is in a standardised format (XML) it creates the 
possibility of any system so designed being able to hook into and use it for further 
processing. 
 
A digital audio signal is received into the system as a data stream.  Spectral analysis is 
performed on the incoming data stream to accumulate low level information about the 
audio signal; signal power, spectrum spread, fundamental frequency, etc. This 
information is ‘extracted’ from the signal and described using a selection of the 
MPEG-7 Audio LLDs.  Extracting all the Low-Level Descriptors (LLDs) would be a 
wasteful use of processing resources, therefore, a careful selection will be made with 
the project objectives in mind.  Only those Descriptors which will be useful in pattern 
discovery, comparison and structural analysis will be chosen, as well as those with the 
ability to, thereafter, accurately describe structure.  For example, the 
SoundModelStateHistogram is used to compare sound segments using histograms of 
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their state activation patterns, thus it will be useful for self-similarity comparisons, 
segmentation and structural analysis.  The SoundModelStatePath could be a good 
candidate for modelling audio data at a micro level.  The series of states could be used 
as ‘markers’ within an audio stream to identify particular elements of interest.  It is 
proposed that perhaps a speciality Description Scheme be constructed from a choice 
of Descriptors in part 5 of the MPEG-7 standard.  Spectral representations have the 
potential for accurately identifying lower level structure due to their relationship with 
the actual power of the signal.  The power of the signal is the lowest level 
representation of audio therefore any descriptor which corresponds to this will 
demonstrate some form of low level structure over time. 
 
 

 
Fig. 2. Overview of Proposed System Architecture 

 
Obviously some type of buffer/temporary file will be required to store the 
accumulative information produced by the Low Level Description module prior to 
their analysis by the structural analysis module.  This file will be held in working 
memory and will also have the option of being exported as an XML file at this stage.  
Following on from the Low Level Description module, the structural analysis module 
performs further analysis to identify patterns, repetition and regions of self-similarity 
within the information contained within the extracted LLDs.  This information will 
then used as a basis for the construction of a hierarchical model of musical structure, 
which is consequently described by the MPEG-7 structural description module.  The 
final output from the system is in the form of an MPEG-7 compliant XML file, which 
can potentially be used within other systems. 
 
6.     Conclusion 

 
This paper provided a review of previous research and an overview of the MPEG-7 
standard, together with a brief synopsis of the proposed system architecture for the 
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AMUSED system.  Many of the systems reviewed lack a standardised output and are 
therefore not particularly useful outside their own project scope.  The use of XML for 
music notation is a step in the right direction; however, the projects outlined did not 
capture anything that significant about the music.  E.g. XScore describes the written 
musical score which is really only useful for archiving and data exchange.  Built on 
top of the XML base is the MPEG-7 standard.  MPEG-7 offers a standardised scheme 
for the description of audio, among other media.  Some applications are already in 
existence which utilise MPEG-7; however, very few offer the automated description 
of musical audio structure at a fine level of granularity.  Indeed, most are QBE-style 
applications.  The AMUSED system aims to overcome the inadequacies identified 
and provide a novel system for the automated extraction, analysis and description of 
digital audio structure and produce standardised, MPEG-7 output. 
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Abstract. The aim of the paper is to examine whether we can adapt
Bent and van Hentenryck’s combination methods to our problem, and to
determine how effective and significant the methods are. In particular, we
develop four ways of applying Bent and Van Hentenryck’s consensus ap-
proach[3] to our problem. In addition, since we assume the uncertainty
distribution is known, we propose a probabilistic sampling method to
handle lead-time uncertainty. That is we use this knowledge to select
samples, and associate with them weights corresponding to their proba-
bility. This method allows us to generate fewer samples but have a more
accurate model of future scenarios.

1 Introduction

The question of how to schedule tasks efficiently is an important problem for
many applications. There are many off-line optimization algorithms for gener-
ating good schedules to satisfy different optimization criteria. However, these
algorithms almost always assume a fully specified problem that doesn’t change.
The real world is rarely that well behaved. Many problems have uncertain spec-
ifications, and are subject to change, but still an immediate solution is needed
at the outset. In particular, when the company doing the scheduling is part of a
bigger supply chain, one of the main causes of uncertainty is the late arrival of
raw material or components from a supplier (known as lead-time uncertainty).
If the supplies have not arrived, then the job cannot be released for execution.
The question then becomes how to construct an initial schedule that is robust
to this variability in the release dates.

A number of approaches have been proposed to handle uncertain schedul-
ing problems. In particular, Bent and van Hentenryck [2–4] have studied on-line
packet scheduling and vehicle routing, where packet values and delivery requests
are uncertain at the start. They show that sampling from a black-box distribu-
tion, solving each sample and combining the results using one of three methods
(i.e. expectation, consensus or regret), does improve decision making. In this
paper, we consider a different problem - job shop scheduling, where the jobs are
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sequences of tasks with constraints between them, where the jobs are known but
have uncertain release dates, and where we have knowledge of the uncertainty
distribution. The aim of the paper is to examine whether we can adapt Bent and
van Hentenryck’s combination methods to our problem, and to determine how
effective and significant the methods are. Since the uncertainty distribution is
known, we propose a probabilistic sampling method to handle lead-time uncer-
tainty. That is we use this knowledge to select samples, and associate with them
weights corresponding to their probability. This method allows us to generate
fewer samples but have a more accurate model of future scenarios. Also, we con-
sider four ways of applying Bent and Van Hentenryck’s consensus approach[3]
to our problem.

The paper is organized as follows. Section 2 briefly describes Bent and Van
Hentenryck’s online stochastic algorithms and the problems (i.e. packet schedul-
ing and multiple vehicle routing) they experimented on. Section 3 presents the
uncertain release date job-scheduling problem, and highlights the differences
from vehicle routing. Section 4 defines probabilistic sampling in general. Sec-
tion 5 and 6 present various ways of adapting the combination methods to our
problem. Section 7 presents experimental results on instances of a job-scheduling
problem. Finally, section 8 concludes the paper.

2 Background

Bent and van Hentenryck [2–4] considered two online resource allocation prob-
lems (packet scheduling and vehicle routing), where new tasks arrive every time
step, and an immediate decision must be made whether to accept or reject them.
They assume that they can obtain samples of future arrival patterns, and they
propose a number of methods for using these samples to compute the best im-
mediate decision. Expectation considers each possible decision, computes the
reward over all the samples, and chooses the decision with the highest reward.
Consensus considers each sample in turn, computes the optimal schedule with
respect to that sample, and then selects the decision that appears most often
in the optimal schedules of the samples. Regret is similar to consensus, but as
well as computing the optimal schedules also computes the loss of reward for
each other possible decision, and then chooses the decision that has the lowest
total loss. Regret relies on having an accurate estimate of the cost of completing
a schedule, to avoid the overhead of re-optimizing. They show that although
expectation may give the best results, it is infeasible since it requires too much
time to make its decisions. Consensus is much faster, since it has significantly
fewer optimizations to consider. Regret is a more robust method, approaching
expectation when there is sufficient computation time, and approaching consen-
sus when time is limited. For the vehicle routing problems, the optimization time
is significant, so to try to reduce the number of optimizations, they maintain a
set of possible plans. Each decision is then restricted to extending the possible
plans - i.e. when a new task arrives, it must be slotted into an existing delivery
schedule, rather than completely re-optimizing the schedule. Some of the deliv-

398



ery plans will become infeasible, and are replaced by new variants of the feasible
plans. Similarly, they treat each vehicle in turn, and do not attempt to reallocate
the customer requests between vehicles.

There has been some previous research reasoning directly about uncertainty
in combinatorial problems like scheduling [1, 5–9], but this approach is not con-
sidered further here.

3 The problem

We consider the problem of scheduling jobs where some of the jobs have uncertain
release dates. We have N jobs, each with K tasks. There are M machines, and
each machine can only process one task at a time. The tasks of a job have to
be processed in a given order, and each task must be processed on a specified
machine for a known duration. Once a machine has started processing a task,
it must complete it. We assume P of the jobs have an uncertain release date
(arrival time) - i.e. there is uncertainty about the date on which the first task
of the job can be started. We assume that the actual start date is characterized
by a known probability distribution. The remaining N − P jobs have a release
date of 0 - i.e. they can be started immediately. The aim is to construct and
execute an initial schedule for the N − P jobs, so that online during execution,
the schedule can be adapted to include the arriving P jobs, while minimizing
makespan (i.e. the total time until the last job is completed). For this paper, as
an initial test of our methods, we set P = 1 , M = N − 1, and we assume each
job must visit each machine. The uncertain job arrives no earlier than t0, and no
later than tn. That is, we have a job-shop scheduling problem, with the addition
of one extra job with an uncertain release date.

Note that there are some significant differences from the packet scheduling
and vehicle routing problems considered by Bent and van Hentenryck. In their
problems, each job consisted of a single task, whereas in the JSP each job has
multiple tasks with precedence constraints between them. That means for the
JSP that there are more constraints between the tasks and the resources, so
each decision will have more consequences further down the line (i.e. a decision
to delay the start of one job will have an impact on all resources). Secondly, their
problems are focused on maximizing the reward obtained for tasks completed
(e.g. number of customers served or packets scheduled) - at each time step, they
have a probability distribution for what tasks will arrive, and they must choose
immediately whether to accept or reject the tasks. In the JSP, we know the jobs
that we will be required to process, and must process them all, but the aim is
to minimize the finishing time of the last task. We also consider an initial lead
time before time 0, which we may spend trying to optimize the schedules.

4 Probabilistic sampling

Bent and van Hentenryck assumed that the arrival process for their tasks could
be modelled by a black-box simulator. They had no knowledge of the distribution
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inside the simulator, but could ask for samples to be generated, and they used
those samples to make their decisions. In this work, we assume that we do have
access to the probability distribution from some historical data analysis. We
can then use that distribution directly to select samples, and we can give them
a weight corresponding to their probability. This should allow us to generate
fewer samples, and to have a more accurate picture of the consequences of our
decisions. Further, if we have limited time, we can generate samples in the order
of probability, and thus do anytime reasoning. For example, suppose the arrival
time distribution of a job is Prob(arrive at (5, 6, 7, 8, 9)) = (0.1, 0.2, 0.4, 0.2, 0.1).
There are five possible arrival times, so we only need to generate 5 samples - one
for each arrival time. We can then compute the best decision for each sample by
whatever method we choose, but then we combine them by weighting the samples
by their probability. Thus when combining the decisions, a decision that is made
for the sample where the job arrives at time 7 is given twice the weight of the
decision made for the sample with arrival time 8. In the sections that follow, we
discuss how the expectation and consensus methods can be adapted to the JSP
with uncertain release dates, for use with probabilistic sampling.

5 Probabilistic Expectation

The idea of expectation is to find the decision that produces the lowest expected
makespan. By assumption, nothing is going to change in the problem until time
t0. Therefore, we can consider a decision to be a schedule of tasks which start
before t0. For every feasible schedule up to tn of the released jobs, for each
possible arrival time, fix all the activities that start before that time, and run
the optimizer on all the other activities, including the new job. This gives us a
makespan for each possible partial schedule for each arrival time. We then obtain
the expected makespan for the partial schedule by taking the weighted average
over the arrival times of the makespans, using the probabilities as weights.

1 for each feasible solution s up to tn
2 for each possible arrival time a
3 fix all tasks starting before a
4 optimize schedule for remaining tasks to get s’
5 obtain the makespan
6 f(s) += makespan(s’) * prob(a)
7 return s with minimum f(s)

The optimization is called |S|× |A| times, where |S| is the number of feasible
initial schedules and |A| is the number of possible arrival times. It also requires
us to generate the |S| initial feasible schedules.

6 Probabilistic Consensus:

The aim of the consensus approach is to reduce the number of optimizations
required, so rather than starting with all possible decisions, we start with all
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possible arrival times. We compute the optimal schedule with respect to each
possible arrival time, then construct ‘consensus’ early decision from those op-
timums. There are a number of different ways of defining consensus and early
decisions, and we examine four below.

6.1 C-schedule: Consensus feasible schedule to t0

The simplest method is the dual of expectation. For each arrival time, compute
the optimal schedule up to t0. Weight each schedule by the probability of the
arrival time that generated it, and select the schedule with the highest weighted
occurrence. For problems with a long gap from 0 to t0, it is likely that each sched-
ule will be different, and so this may default to selecting the optimal schedule
for the most probable arrival time. This algorithm requires |A| optimizations.

1 for each arrived time a
2 compute optimal schedule s wrt. a
3 f(s) += prob(a)
4 return s with maximum f(s)

6.2 C-resource: Consensus independent resource schedules up to t0

Since the algorithm in 6.1 may not result in any schedule appearing twice, we
could consider treating each resource as independent. For each arrival time, we
will thus compute the optimal schedule as before, but now we will maintain a
weighted count of the different tasks that start on a resource at each time step.
To get the consensus decision, we will then examine each resource independently,
and get a series of consensus schedules for each resource. This may introduce
further problems, though, since the resource-independent consensus decisions
may not be consistent - therefore, at each time step when building the schedule,
we have to select the decision with the highest weighted count that is consistent
with previous decisions. This algorithm also requires |A| optimizations.

1 for each possible arrival time a
2 compute optimal schedule wrt a
3 for each resource M
4 for each time step t
5 if act starts at t
6 M[act][t] += prob(a)
7 for each time step t
8 for each resource M
9 find consistent act with highest value in M
10 schedule act on M at t

6.3 C-point: Consensus independent-resource schedules by time step

Although the algorithm above is likely to make more consensual decisions, those
decisions are getting steadily less informed as the time steps increase (since the
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schedules on which they were based may have had different task allocations).
Therefore we developed an approach which breaks decisions down, and considers
each resource and each time step independently. That is, the consensus decision
for each resource independently is computed for time 0 and allocated, the optimal
schedules are then recomputed from time 1 onwards to produce new consensus
decisions for time 1, and so on. This algorithm requires up to |t0| ∗ |A| + |A −
1|+ ... + 1 optimizations.

1 for each time step t before to
2 for each possible arrival time a
3 compute optimal schedule s from t wrt a
4 for each resource M
5 if act starts at t
6 M[act] += prob(a)
7 for each resource M
8 find consistent act with highest value in M
9 schedule act on M
10 compute and execute optimal completion when job arrives

6.4 C-tuple: Consensus schedules by time step

We can also consider an alternative to C-point (6.3) in which we do not treat
the resources independently - that is, each decision is a tuple of allocations of
tasks to machines at a single time-step (i.e. the size of a tuple is equal to the
number of machines). This algorithm requires the same number of optimizations
as C-point.

1 for each time step t before to
2 for each possible arrival time a
3 compute optimal schedule s from t onwards
4 find highest weighted tuple of task allocations
5 schedule the tuple of tasks
6 compute and execute optimal schedule when job arrives

6.5 Discussion

The effect of the different definitions of consensus is shown in Figure 1. We have
three resources (M0,M1, and M2), three jobs ready to start (A,B and C), and
another job due to arrive at times 5, 6, 7 or 8, with probabilities 0.4, 0.3, 0.15
and 0.15 respectively. We have four possible arrival times, so we generate four
possible samples, and compute the optimal schedule for each one. These optimal
schedules (up to time 4) are shown in the figure. Each schedule is different, so
C-schedule selects the one generated by the highest weighted sample. C-resource
sums the weights for each new task over each sample independently by resource,
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and generates a schedule that is different from any of the others. C-point treats
the resources independently, and chooses a task with the highest weight (on
each resource) to execute at time step 1 (and re-optimize for subsequent time
steps). Finally, C-tuple selects the tuple of task allocations at time step 1 with
the highest weight (and will also re-optimize).

Fig. 1. LHS is four optimal schedules for each sample (up to time 4). RHS is the
decisions made by four kinds of consensus at time 1.

All four methods conduct off-line scheduling to compute the best partial
schedule up to the arrival of the new job, and then react to the arrival on-
line. The off-line parts of C-schedule and C-resource both return a single partial
schedule, and require all their off-line computation to be carried out before the
first task is executed. C-point and C-tuple produce their partial schedule itera-
tively, updating their decisions each time step, even though nothing has changed
in the problem. They require more optimizations, but spread them over the time
period from 0 to t0.

7 Experimental Results

We have implemented expectation, C-schedule, C-point and C-tuple in ILOG
Scheduler 6.0, a C++ library for constraint-based scheduling.

Since C-point and C-tuple update their decisions at each time step, after
constructing an off-line schedule up to the earliest arrival t0, they can also act
as online methods to react to the new job’s arrival. However, expectation and
C-schedule are only off-line optimization methods and we choose C-tuple as
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the online reacting method for both. We also implemented two pure reaction
methods (i.e. no lookahead) - re-optimize and right-shift. Both of the methods
find a best schedule for the released jobs and execute the schedule. When a new
job arrives at t, re-optimize optimizes the unscheduled tasks and the new job
after t, while right-shift inserts the new job into the original schedule by shifting
relevant tasks to the right.

We have tested the algorithms on JSP benchmark problems [10]. At first, we
tried to use a 10 by 5 benchmark with the last job having an uncertain release
date, but their results showed little difference with different approaches. Then,
we adjusted the problems to 6 by 5 (with the last job having the uncertain lead-
time) and scaled the durations of tasks, in order to make the problems more
tightly constrained (i.e. more sensitive to the uncertainty).

Table 1 shows the results for one typical problem (la03) using two differ-
ent distributions for the arrival time. Absolute optimal is an optimized solution
knowing the release date of the new job (i.e. no uncertainty). The figures be-
side each method are the makespan of schedules generated by that method. The
figures in bold indicate the schedules with same makespan as absolute optimal
solutions. For example, in distribution 1 our four methods all produce very good
schedules at the most probable (probability 0.6) arrival time 30, unlike those two
pure reaction methods. Table 2 is the mean relative error (weighted by arrival
probability) of each method with respect to absolute optimal.

Table 1. The experimental results on scheduling 6 jobs with one job having uncer-
tain arrival time. It shows the makespan on all possible arrivals wrt. two probability
distributions.

Distribution 1 Distribution 2

Arrival time 18 24 30 54 60 66

Probability 0.1 0.3 0.6 0.6 0.3 0.1

Abs Optimal 93 96 100 121 127 133

C-point 99 100 100 124 127 133

C-tuple 99 100 100 121 127 133

C-schedule + C-tuple 99 100 100 121 127 133

Expectation + C-tuple 94 96 100 121 127 133

Re-Opt 94 96 102 121 135 135

R-Shift 98 100 102 135 135 135

From Table 2, we can see that the four adapted methods all provide good
results, not being more than 2% over the optimal. Because expectation must
examine all possible initial schedules, it takes much longer time than the other
methods - approximately 5 minutes as opposed to just over 1 second. However,
when we look at the reactive methods, we see that the performance is not that
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Table 2. This table shows the mean weighted relative errors (i.e. difference from ab-
solute optimal) of using different methods in the two experiments in Table 1.

Method Mean weighted relative error

Experiment 1 Experiment 2

C-point 1.02 1.01

C-tuple 1.02 1

C-schedule + C-tuple 1.02 1

Expectation + C-tuple 1.001 1

Re-Opt 1.02 1.02

R-Shift 1.03 1.09

significant, since it is possible to get very close to the optimal without reasoning
about the uncertain events in advance. We believe that this is a feature of the
problems we have looked at, in that the resource contention is generally not high,
and so they are not sensitive to changes in the release date of a single job.

8 Conclusion and Future work

We considered various ways of adapting Bent and Van Hentenryck methods to
the uncertain release date job-scheduling problem. We proposed the probabilistic
sampling idea that allows us to use probability distribution to select samples, and
give them a weight corresponding to their probability. Then we use the samples
and their weights to make decisions. This gives us a more accurate picture of the
consequences of decisions by generating fewer samples. Also, we devised proba-
bilistic expectation, C-schedule, C-point and C-tuple methods. We experimented
with these approaches on scaled benchmark problems, and showed the methods
can solve uncertain release date job shop scheduling problems effectively. How-
ever, the benchmark problems appear to be too loosely constrained for us to
draw any strong conclusions about the methods, since a reactive optimizer with
no model of the future is also able to perform well on these problems.

For future work, we intend to investigate what properties of the problem make
it sensitive to the uncertainty. Further, we intend to adapt the regret [2] method
to the job-scheduling problem and also to consider breaking the expectation
method down by time step as we have done for consensus.
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